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Abstract
In daily life, articulatory movements and pointing gestures are
tightly coupled. Nevertheless, the two motor systems govern-
ing the movements of the articulators and hands differ in their
dynamics: the articulators are fast and much lighter than the
limbs, which are slower due to their mass. We investigated the
timely coordination of those motor systems in a pointing task
requiring manual precision. In our experiment, the initial seg-
ment was always [p], allowing the participants for early artic-
ulatory preparation. Most importantly, we found that the hand
gesture onset precedes the onset of the articulatory gesture. We
also found that some speakers begin the articulatory movement
only after reaching the hand gesture target. Overall, our data
reveal that when the articulatory movement is not audible, as it
is the case of [p], speakers are very flexible in the coordination
between hand and mouth.

Keywords: coordination, pointing task, motor system, antici-
pation, motion capture

1. Introduction
The synchronization between pointing gesture and speech is an
important step in development (Iverson and Thelen 1999) and is
a frequent phenomenon in our daily life. Various authors have
investigated the interplay between pointing gestures and speech
in detail and found tight coordination between the two systems.
For example, Rochet-Capellan et al. (2008) provided evidence
that while the movement of the hand always starts earlier than
the movement of the jaw, both are temporally coordinated dur-
ing the production of a stressed syllable in a bisyllabic word.
Changing the stress from the first to the second syllable of a
word also leads to a temporal shift in coupling from the first to
the second syllable.

Krivokapić et al. (2017) explored the hand–mouth coordi-
nation in varying prosodic structures, i.e., prominent syllables,
and prosodic boundaries. Their findings reveal lengthening for
both, manual gestures and speech gestures at boundaries, and
under prominence. Pouw and Dixon (2019), as well as Chu and
Hagoort (2014), showed that, when a perturbation is applied to
either the hand or the mouth, the other system is also affected,
emphasizing the functional link between the two.

A recent spontaneous speech study (Bekke et al. 2020) dis-
cussed the earlier onset of hand gestures concerning the predic-
tive power of hand motion in language processing. The authors
hypothesized that the hand–mouth asynchrony at the onset of
the movement might be used for making predictions about up-
coming words and lead to faster response times to a question.
However, they could not find evidence for this claim. Aspects
that are often missing in the discussion of the hand–mouth co-

ordination are the dynamic properties of the two motor systems.
Speech articulators consist to a large extent of soft tissue, which
is relatively light in mass, very fast in speed, and has a large
number of degrees of freedom (Grimme et al. 2011). In con-
trast, hands and arms consist largely of joints and bones, which
are heavier in mass, slower, and have more limited degrees of
freedom than speech articulators. Thus, the motor systems with
vastly different dynamic properties need to be coordinated in
speaking and gesturing.

These different dynamical properties may affect the syn-
chronization behavior. While it is principally possible that both
motor systems adapt to one another, it may be more economic
than the slower motor system starts earlier than the faster sys-
tem, so that both reach the target at the required time point.
The faster system is thanks to its properties more flexible in ad-
justing to the slower system. If the faster system would start
together with the slower system, it would have to slow down at
some point or wait at the target.

The importance of the interaction between motor systems
with different agility has been pointed out in the speech motor
control literature, e.g., regarding the tongue–jaw coordination.
Most notably within the “Frame–Content theory”, and the ac-
quisition of speech (MacNeilage 1998). Tongue–jaw coordina-
tion has certain similarities with the hand–mouth coordination,
because the jaw is a heavy articulator, due to its bone structure.
It is restricted in speed, in comparison to the faster and more
flexible tongue. During babbling, babies cannot control their
tongue and jaw motions independently (MacNeilage 1998). The
cyclic movement of the jaw, with the tongue on top of it, leads
to the production of specific syllables. At a later stage in speech
acquisition, the tongue can be controlled independently of the
jaw, and this freedom allows children to acquire the rich phone-
mic inventory of their respective language.

Similar approaches are rare in the literature on hand–speech
coordination (but see Stoltmann and Fuchs 2017), while em-
pirical data for synchronization are rich (e.g., Chu and Ha-
goort 2014; Esteve-Gibert and Prieto 2013; Habets et al. 2011;
Krivokapić et al. 2017; Levelt et al. 1985; Pouw et al. 2020;
Rochet-Capellan et al. 2008).

Our exploratory study aims at investigating the timing be-
tween hand and mouth in a speech–pointing task requiring large
arm movements and a high degree of manual precision. In con-
trast to previous work, we did not vary the prosodic parame-
ters. The design of the study allows for large flexibility in the
hand–mouth coordination because the initial speech sound is
a voiceless bilabial stop [p]. Since this sound is acoustically
silent during the closure phase, speakers can prepare the lip clo-
sure at any time during the arm movement without disturbing
the acoustic speech output.

Given the dynamic properties of the two motor systems and



the large number of studies reporting an early hand gesture on-
set in comparison to the speech gesture, we assume that such a
pattern will also be found in our data. Alternatively, the flexibil-
ity allowed by the task may lead to individual behavior, so that
some participants may prepare their speech earlier than others.

2. Methods
2.1. Procedure and Participants

The experimental task for the participants was to “shoot” cans
projected onto the wall in front of them. They were asked to
point at the can with a laser pointer and say the word that was
written on the can (either piff or paff, which are German ono-
matopoeias for shooting). The participants stood approx. 1 m
from the wall with their hands down. They first saw a blank
screen. Then, a can was shown and the participants were asked
to point to it and say the word. Afterward, an animation of the
can falling was played. After a short blank screen, a new can
in a different position appeared (for further details, see Ćwiek
and Fuchs 2019). Thirty-one female German speakers were
recorded. Our preliminary analysis is based on a subset of the
data from seven speakers.

2.2. Data Annotation

The motion data, as well as the acoustic data, were recorded
simultaneously. We used an Optitrack motion capture system
with 12 cameras for recording the movements (Prime 13, with
the Motive software, ver. 1.9.0), and a Sennheiser ME 64 car-
dioid microphone for recording the acoustics. The sampling
frequency was 120 Hz for the motion data, and 44.1 kHz for
the acoustics. Several markers were placed on the participant’s
body. Here we will focus on the hand wrist marker of the point-
ing arm, and the upper lip and jaw markers that were used to
calculate the lip distance during speech production.

An example of the annotation is shown in Figure 1. For the
acoustics, we focused on the speech onset and offset. Lip dis-
tance is calculated as the Euclidian distance for the x, y, and z
coordinates between the upper lip and jaw marker. There, the
lip closing gesture onset and offset were annotated. In some
cases, it was impossible to define a clear lip closing gesture
onset, because some speakers also moved their lips during the
pause before moving the arm.

The hand movement is labeled on the velocity signal of the
wrist marker, using a 20% threshold criterion in MVIEW soft-
ware (Tiede 2005). We annotated the onset and the target of the
hand gesture.

2.3. Data Processing and Analysis

With the time stamps mentioned above, we were able to test the
temporal coordination between hand and lip motions. To do so,
we calculated two intervals, as shown in Figure 1 (7 and 8). The
first interval of interest refers to the difference between the time
points of the hand and lip gesture onsets. It was calculated by
subtracting the hand gesture onset from the lip closing gesture
onset. The second interval shows the difference between the lip
gesture onset and the hand gesture target. It was calculated by
subtracting the hand gesture target from the lip closing gesture
onset.

If the two events – e.g., the lip closing gesture onset (cf. 3
in Figure 1) and the hand gesture onset (cf. 5 in Figure 1), or the
lip closing onset (cf. 3 in Figure 1) and the hand gesture target
(cf. 6 in Figure 1) – would occur simultaneously, the difference

Figure 1: The plots show the annotations of the data. In the
acoustic signal, the speech onset (1), and the speech offset (2)
were annotated. As for the lip distance data, we annotated the
lip closing gesture onset (3), and the lip closing gesture offset
(4). Lastly, we annotated the hand gesture onset (5), and the
hand gesture target (6). We subsequently calculated two inter-
vals: hand gesture onset to lip closing onset (7), and lip closing
onset to hand gesture target (8).

between them would amount to 0. Nonetheless, because of our
prediction that the slower motor system should start earlier, we
expect the values of interval 7 (cf. Figure 1) to be positive.

As for interval 8 (cf. Figure 1), which tests the coordina-
tion between hand gesture target and lip closing gesture onset,
we expect speaker behavior to be variable. Also, we wanted to
explore the difference between both interval durations.

The data was not normally distributed, therefore we used
paired Wilcoxon signed-rank tests to analyze the data. The NA
values were excluded leaving a total of N = 582 pairs. The
values reported further as M refer to the medians. The p-values
were corrected for multiple comparisons using Bonferroni cor-
rection. We calculated the effect size by dividing the z-score by
the square root of the pairs (N = 582). All analyses were
performed in R (R Core Team 2019), with the tidyverse
package for data wrangling (Wickham 2017), and ggplot2 to
generate the plots (Wickham 2016).

3. Results
First, the time point of the hand gesture onset was compared
with the time point of the lip closing gesture onset. Overall,
the hand gesture onset occurred earlier (M = 69.17) than
the lip closing gesture onset (M = 69.85). A Wilcoxon
signed-rank test indicated that the difference was statistically
significant with p < .001, z = −20.86, and the effect size
r = 0.86. The results for individual speakers are depicted in
Figure 2. It shows the duration of the interval between the hand
gesture onset and lip closing onset, calculated by subtracting
the hand gesture onset from the lip closing onset. It is visible
that the values are positive – the lip closing gesture onset has a
greater value, thus, occurs only after the hand already started to
move. Most notably, speakers 9, 3, and 2 begin the lip closing
gesture shortly after beginning hand motion.

Then, the time point of the lip closing onset was com-
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Figure 2: The difference between the time points of the hand
gesture onset and lip closing onset for each speaker; calculated
by subtracting the hand gesture onset from the lip closing onset.
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Figure 3: The difference between the lip closing onset and the
hand gesture target for each speaker; calculated by subtracting
the hand gesture target from the lip closing onset.

pared with the time point of the hand gesture reaching its tar-
get. The lip closing onset occurred earlier (M = 69.85)
than the hand gesture target (M = 69.92). The Wilcoxon
signed-rank test showed a statistically significant difference
with p < .001, z = −10.14, and the effect size equal to
r = 0.42. The results for individual speakers are given in Fig-
ure 3, which shows greater variability in the speakers’ behavior.
While speakers 9, 3, 2, and 1 tend to start the articulatory ges-
ture before reaching the hand gesture target, speakers 8, 6, and
10 are more variable and may start the articulatory gesture only
after having reached the hand gesture target.

Lastly, the difference between the two intervals described
above was calculated: the absolute difference of hand gesture
onset to the lip closing onset (cf. 7 in Figure 1), and the ab-
solute difference of hand gesture target to the lip closing onset
(cf. 8 in Figure 1). The median for the interval 7 was equal
to M = 0.43 and for the interval 8 M = 0.16. The dif-
ference was significant, according to the Wilcoxon signed-rank
test, with p < .001, z = −17.57, and the effect size of
r = 0.87. Figure 4 demonstrates the difference between the
two intervals. Despite the high inter-speaker variance, the inter-
val 7 is generally longer. Most notably and reliably, it can be
seen with speaker 6.

4. Discussion
In the current study, we investigated the coordination of hand
and articulatory movements in a task requiring manual pre-
cision. Our experimental design allowed for large flexibility.
Similar to previous studies, we found that the slower motor sys-
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Figure 4: The difference between the two intervals: the hand
gesture onset to the lip closing onset (cf. 7 in Figure 1), and the
hand gesture target to the lip closing onset (cf. 8 in Figure 1) for
each speaker; calculated by subtracting the absolute difference
of 7 from 8.

tem, i.e., the hand motion starts earlier than the motion of the
lips. In their study on spontaneous speech, Bekke et al. (2020)
reported a delay of 215 ms on average, which is comparable
to our data, with speaker-specific variations. Individual differ-
ences cannot be attributed to the prediction of upcoming words
in our study, because the speech material only consisted of two
ideophones that were repeated several times. Three of seven
speakers showed a tendency to early anticipation (9, 3, and 2 in
Figure 2). Those speakers began the articulatory gesture shortly
after beginning the hand gesture. The other speakers started the
articulatory gesture later, most notably speakers 8, and 6.

These variations in onset delay can be either a result of the
task, which allows for the temporal flexibility, or they could also
be the consequence of individual differences in the amplitude of
the hand motion. Some speakers may elevate their arm/hand to
a larger extent in comparison to others, since we did not restrict
our participants in any way. Larger movement amplitudes are
commonly produced with higher velocity and still take longer
(Ostry and Munhall 1985). Thus, speakers who elevate their
arms more vigorously may also have to start their hand motion
earlier.

The second result of our study revealed that the lip clos-
ing gesture for the initial [p] occurred before the hand reached
the target in four out of seven speakers (cf. Figure 3). While
speakers 9, 3, 2, and 1 tended to start the lip closing gesture
before reaching the hand gesture target, other speakers behaved
more variably. For instance, speaker 6 tends to produce the task
sequentially, i.e., she started to produce the lip closing gesture
only after having reached the hand gesture target. Interestingly,
the speakers who anticipated the speech gesture early in the
analysis shown in Figure 2, are also the ones who begin with
the lip closing gesture onset before hitting the target with the
hand gesture. The only difference is speaker 1, who, despite a
slightly later start of the articulatory gesture, nevertheless man-
aged to begin the lip closing gesture before she reached the tar-
get with her hand.

It has to be noted that this behavior might not apply in all
contexts. Many scholars studying the hand–mouth coordina-
tion use sonorants as initial segments in the data. In our study,
the initial segment was a voiceless bilabial stop [p], which al-
lows for inaudible articulatory preparation. Our data reveals
that some speakers make use of this possibility and prepare the
articulatory gesture in advance.

Finally, our findings show that the interval from the hand



gesture onset to the lip closing gesture onset (cf. 7 in Figure 1)
is generally longer than the interval from the lip closing gesture
onset to reaching hand gesture target (cf. 8 in Figure 1). This
suggests closer coordination of the lip closing onset with reach-
ing the target of the hand movement than with the beginning of
the hand movement.

The analyses so far are limited as we were only able to an-
alyze a subset of the data (i.e., seven out of 31 speakers). Since
in some cases the marker on the laser pointer was hidden, we
focused on the marker glued on the dominant arm wrist, which
limits the analysis of precise hand movements. However, most
studies on arm or hand motions have not decoupled one motion
from the other. As a next step, we will analyze the whole data
set, and consider body height, as well as the individual ampli-
tude of the hand motion, as additional factors that might explain
speaker-specific coordination behavior (i.e., the onset delays).

Any discussions about the hand–mouth coordination,
should not only rely on representational aspects but, more im-
portantly, should consider the hand–mouth coordination as the
coordination of a slow and a fast motor system. Kinematic prop-
erties, like the amplitude of the motion itself, might also be of
importance. Thus, the dynamical properties should be an in-
tegral part of the discussions about hand–mouth coordination,
predictions, and gesture research.
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