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Exploiting the speech-gesture link to capture

fine-grained prosodic prominence impressions and

listening strategies
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Abstract

In this paper, we explore the possibility to gather perceptual impressions of
prosodic prominence by exploiting the strong prosody-gesture link, i.e., by
having listeners transform a perceptual impression into a motor movement,
namely drumming, for two domains of prominence: word-level and syllable-
level. A feasibility study reveals that such a procedure is indeed easily and
speedily mastered by näıve listeners, but more difficult for word-level promi-
nences. We furthermore examine whether “drummed” annotations are com-
parable to those gathered with more established annotation protocols based
on cumulative näıve impressions and fine-grained expert ratings. These com-
parisons reveal high correspondences across all prominence annotation pro-
tocols, thus corroborating the general usefulness of the gestural approach.
The analyses also reveal that all annotation protocols are strongly driven by
structural linguistic considerations. We then use Random Forest Models to
investigate the relative impact of signal and structural cues to prominence
annotations. We find that expert ratings of prosodic prominence are guided
comparatively more by structural concerns than those of näıve annotators,
that word-level annotations are influenced more by structural linguistic cues
than syllable-level ones, and that “drummed” annotations are driven least
by structural cues. Lastly, we isolate two main listener strategies among our
group of “drummers”, namely those integrating structural and signal cues to
prominence, and those being guided predominantly by signal cues.

Keywords: prominence, prosody, annotation, signal correlates, structural
correlates, prominence domains, gestures
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1. Introduction

To this day, no standard of the concept of prosodic prominence or its
adequate measurement exists. Rather, prominence seems to serve as a loose
umbrella term for a set of related phonological and phonetic concepts such as
lexical stress, pitch accent, sentence stress, prosodic focus, rhythmic alterna-
tion, metrical grid height, paralinguistic emphasis, or perceptual “loudness”
(Wagner et al., 2015b). These concepts share the description of a perceptual
impression pertaining to linguistic units (words, syllables, utterances), i.e.,
these units are perceived to “stand out” relative to their context (Terken,
1991). Grammatically, this impression of “standing out” can be linked to
the prosodic organization (i.e., stress) acting within a particular phonolog-
ical domain (e.g. phonological words, phrases), thereby forming “heads of
prosodic feet”, “lexical stresses”, “nuclear accents”, or a certain height in a
metrical grid. While the impression of prominence is strongly intertwined
with grammatically licensed prominence, these can belong to very different
levels of grammar (phonology, morphology, syntax, semantics, pragmatics,
discourse organization), and may vary strongly in nature (cf. section 1.2).
Also, certain speech registers (such as shouted speech or Lombard speech)
may be structural cues that have an effect on the phonetic features related to
prosodic prominence. In such cases, a preference for a particular prominence
pattern is caused by the situative or contextual embedding of on utterance,
and may be at odds with the prominence patterns licensed by other levels
of grammatical organization (Mooshammer, 2010). Therefore, the various
signal and structural cues to prominence do not always go hand in hand, and
listeners and speakers somehow need to manage the interface between these
types of cues.

1.1. Signal correlates of prosodic prominence

The phonetic realization of prominence is language dependent (Andreeva
et al., 2012; Barry et al., 2007; Rosenberg et al., 2012), may differ between
dialects (Smith and Rathcke, in press, this Special Issue), and has been
found to be related to pitch movement, height, and shape (Baumann and
Röhr, 2015; Heuft, 1999; Mahrt et al., 2012; Niebuhr, 2008; Terken, 1991),
duration and intensity (Fry, 1958; Kochanski et al., 2005; Turk and Sawusch,
1996), spectral emphasis and articulatory effort (Campbell and Beckman,
1997; de Jong, 1995; Heuft, 1999; Mooshammer, 2010), and prosodic context,
e.g., the position of a pitch accent in the F0 contour (Gussenhoven and
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Rietveld, 1988), or the prominence of adjacent syllables (Arnold et al., 2013).
For Irish, Nı́ Casaide et al. (2013) found a compensatory trade-off relation
between pitch features and voice source correlates of prominence: words were
still perceived as accented even if they lacked clear-cut pitch excursions. In
these contexts, voice source features related to prominence were found to be
comparatively stronger. However, the exact interplay of signal cues (additive,
compensatory) in the expression of prominence is still far from clear.

More recently, a number of investigations have pointed to a strong cou-
pling between prosodic prominence and speech-accompanying gestures such
as manual gestures or head movements (cf. Wagner et al. (2014) for an
overview). There is mounting evidence for a strong parallelism in the pro-
duction of acoustic prominence and simultaneous beat and deictic gestures
(Krivokapic et al., 2015; Krivokapić et al., 2017; Leonard and Cummins,
2010; Loehr, 2012; Mendoza-Denton and Jannedy, 2011) which develops early
in language-acquisition (Esteve-Gibert and Prieto, 2014). Convincing evi-
dence for the existence of the cross-modal motor co-ordination on the level
of prosodic prominence has also been put forward by Parrell et al. (2014):
Using a co-speech tapping task, they show that speech-gesture coupling is not
constrained to temporal alignment or movement duration, but that verbal
emphasis even influences the magnitude of the corresponding manual move-
ment. The temporal coupling between speech and gesture in prominence pro-
duction is furthermore modulated by grammatically licensed prominence, i.e.,
the synchrony between speech and co-speech movements increases when new,
unpredictable information is being uttered (Wagner and Bryhadyr, 2017).

1.2. Structural correlates of prosodic prominence

In addition to the obvious phonological categories such as lexical or
phrasal stress, a wide range of structural linguistic features have been iden-
tified that may cue prosodic prominence, among these being phrasal posi-
tion (Fougeron and Keating, 1997; Vainio and Järvikivi, 2006), information
structure (Xu, 1999; Féry and Kügler, 2008), coreference or givenness (Bau-
mann and Riester, 2013), informativeness (Calhoun, 2010), relevance and
predictability (Aylett and Turk, 2004; Watson et al., 2008), lexical class
(Widera et al., 1997), and lexical and syllable frequency (Bell et al., 2009;
Samlowski, 2016). Not only do listeners expect individual linguistic items to
be prominent because of their semantic or pragmatic function, they also show
a tendency to expect (and perceive) prominence patterns as rhythmic alterna-
tions (Dilley and McAuley, 2008; Niebuhr, 2009; Vogel et al., 2015). Similar
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findings have long ago been described for series of acoustically identical non-
linguistic signals (isochronous pulse trains) (Bolton, 1894), and they go hand
in hand with the postulation of traditional phonological constraints avoid-
ing “stress clashes” or longer sequences without prominent units (“lapses”)
(Liberman and Prince, 1977). Clearly, many of the prominence predicting
factors named above may conspire and are difficult to disentangle in run-
ning speech: New, relevant information tends to be less predictable, may be
placed in syntactic positions prone to attract prominence (e.g. by topicaliza-
tion) and is typically expressed with the help of intrinsically more prominent
open class words. Besides, the named factors are subject to general prosodic
constraints of stress and accent placement, e.g. the placement of prosodic
focus may depend on other demands of the phonological grammar such as
the adequate placement of (nuclear) accents or tonal realization (Calhoun,
2010; Turco et al., 2013; Xu, 1999). These complex interactions may also
have an impact on how structural prominence is phonetically expressed (cf.
Section 1.1). We have plenty of evidence that some structural prominences —
e.g. focal accents — trigger a range of phonetic prominence cues, while other
types of phonological prominence do not: For languages with fixed lexical
stress, its phonetic expression may be weak at best, unless it coincides with
sentence-level prominence (cf. Szalontai et al. (2016) for Hungarian; Ćwiek
and Wagner (2018); Malisz and Wagner (2012) for Polish). This evidence
hints to the possibility that linguistic units that are already made promi-
nent by their structural location (e.g. topicalized, phrase-final, in stressed
position) may be in less need of signally cued prominence as compared to
prominences occurring in atypical positions, such as on function words. This
assumption receives further support from evidence that narrow focus tends
to be produced with more prosodic effort than wide focus (Baumann et al.,
2006; Hanssen et al., 2008), and with investigations based on computational
modeling (Kakouros and Räsänen, 2016), who found that prominence per-
ception co-incides with low predictability regions within the speech signal.

1.3. Perceptual integration of structural and signal correlates to prosodic
prominence

Given the many sources of influence and their complex interaction, promi-
nence perception is often explained by listeners’ ability to integrate their
(linguistically guided) expectations, or top-down knowledge about promi-
nence functions, with their auditory impressions which transport prominence-
lending cues via the acoustic signal. The nature of this integration process
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is hitherto little understood, but the impact of top-down expectations is ap-
parently strong (Cole et al., 2010; Eriksson et al., 2001) and may depend
on language experience, as it tends to have less influence when listening to
non-native speech signals (Wagner, 2005; Eriksson et al., 2001). However,
the amount of top-down expectations are variable and their impact may be
a matter of a conscious choice (Cole et al., 2014). For the free word order
language Russian, Luchkina and Cole (2014) report that both word order
and signal cues independently mediate the impression of perceptual promi-
nence. However, Turnbull et al. (2017) found that in American English,
contrastive contexts increased perceptual prominence only if a highly promi-
nent pitch accent type (L + H∗) was present. That is, discourse context
alone cannot necessarily yield perceptual prominence independently of its
phonological expression. Bishop (2016) describes that both signal and infor-
mation structural cues have an independent effect on prominence perception,
and information structural expectations of focus did not make listeners more
sensitive to signal cues. However, the impact of structure apparently de-
pended on listeners’ pragmatic skills. In a recent study investigating the
processing of prosodic prominence in German based on a large set of various
types of potential predictors, Baumann and Winter (2018) identified pitch
accent related cues (presence and shape) as having the highest impact on
näıve listeners’ prominence judgments. However, they also isolated two dif-
ferent listener strategies among their annotators: one group predominantly
reacted to signal cues when annotating prosodic prominence, while another
group was driven more strongly by structural cues. Bishop, Kuo, and Kim
(in press, this Special Issue) confirm that cue integration is - among other
factors - a matter of individual processing strategies. In a cross-linguistic
study of cue integration, Cole et al. (2019) find language-specific strategies,
with listeners paying most attention to those cues with the highest functional
load in the respective language.

Despite these recent findings, we still know very little about the inte-
gration process of signal and structural cues, what the individual listener
strategies within and perhaps across linguistic communities may look like, or
how they evolve or adapt to situational needs. Given the complexity of the
concept of prominence as it relates to structure, meaning, and cues from the
speech signal, and given the fact that individual listeners may have their in-
dividual strategies of dealing with this richness (Baumann and Winter, 2018;
Watson, 2010), it is therefore a necessity to study näıve listeners’ impressions
on a larger scale. Unlike expert annotators, they are unbiased by theoretical
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preconceptions (Cole and Shattuck-Hufnagel, 2016) and are our only chance
to get a more complete picture of the various potential language-specific and
listener-specific strategies. Furthermore, our annotation protocols need to
allow for rich individual variation (Cangemi and Grice, 2016). However, if
annotations are to be gathered realistically on a larger scale, they will have
to be accessible using methods that do not require a long training phase and
are neither too cumbersome nor time-consuming.

1.4. Annotating prosodic prominence

Probably due to its different conceptualizations, there exists no standard
or consensus approach for the annotation of prominence. Instead, a variety
of annotation protocols have been proposed or used in the past, differing
in (i) the level of annotation or prominence domain, (ii) the scale used for
prominence annotation, and (iii) the way of how prominence judgments are
averaged and normalized across several listeners (Wagner et al., 2015a). To
this day, the majority of prominence studies rely on binary or unary impres-
sions of prominence (Heckmann, 2014; Kalinli and Narayanan, 2009; Wang
and Narayanan, 2007; Rosenberg et al., 2012), where units are divided into
non-prominent and prominent ones based on the presence or absence of a
perceptual impression or a strong signal cue such as a pitch accent. While
these binary operationalizations have shown to be successful in many techni-
cal applications such as the automatic detection of relevant linguistic units,
they forbid investigations that operate on different levels of prominence, e.g.
differences between lexical stress and sentence accent, word-internal promi-
nence relations (primary vs. secondary stress, compound stress)1 or gradient
prominence relations between accents. To achieve a more fine-grained as-
sessment of prominence relations, Fant and Kruckenberg (1989) suggest a
multilevel, quasi-continuous scale of syllabic prominence. In a related ap-
proach, Eriksson et al. (2001) introduce a continuous scale for prominence
ratings, using GUI-based sliders to assess the prominence impressions for in-
dividual syllables. Other researchers employed scales with 11 (Malisz et al.,
2015), 4 (Kügler et al., 2015), or 3 (Lacheret et al., 2013) levels of prominence.
An alternative approach (Cole et al., 2010; Wightman, 1993) operationalizes
continuous prominence annotations as unary impressions of prominence cu-
mulated across several listeners, thus reflecting the probability of a linguistic

1Cf. Roettger and Gordon (2017) for a meta study on the lack of disentangling lexical
stress and sentence accent in empirical studies of lexical stress.

6



unit to be perceived as prominent within a larger community (= “p-score”).
With respect to the linguistic domain of prominence, most studies either
measure prominence on the level of the syllable or word. Rather than pre-
defining such a discrete level of annotation, Kunter and Plag (2007) used a
slider-based approach to let listeners determine the exact location of promi-
nence within English compounds. For an illustration of the most popular
approaches to prominence annotation, cf. Figure 1.

Despite this striking heterogeneity, comparatively few studies have been
specifically dedicated on the evaluation of these competing approaches. Portele
et al. (2000) report on a high agreement between expert annotators trained on
an annotation approach using 32 levels of prominence (Spearman-ρ between
0.7 and 0.8). Lacheret et al. (2013) find a good agreement for expert annota-
tors using 3 levels of prominence, while Jensen and Tøndering (2005) argue
that for word-based prominence distinctions, cumulating unary prominence
impressions across several näıve listeners will reach similar results as more
fine-grained expert annotations. Arnold et al. (2011b) systematically com-
pared the efficiency of various multi-level prominence annotation schemata
(4-, 7-, 11- or 31-level, and continuous scale), gathering prominence anno-
tations using a slider-based GUI-approach. They concluded that multi-level
schemata reflect richer impressionistic details (e.g. caused by contextual
priming) and are not considerably more time-consuming than approaches
with slightly fewer annotation levels. In their crowdsourcing study, Malisz
et al. (2015) found a very high variation of prominence judgments across
näıve annotators for a multi-level syllable prominence scale. Their annota-
tors also reported the task to be difficult and cumbersome, which is in line
with the conclusions by Jensen and Tøndering (2005) in favor of a simpler
approach for näıve listeners.

Surprisingly little attention has been paid to the fact that all established
annotation protocols are both listening and reading tasks, i.e., a stimulus
is read and listened to, and prominence impressions are then assigned to
the orthographic material. It has long been known that read stimuli prime
expectations for speech that is listened to (Tanenhaus et al., 1980), and can
even influence its phonological categorization (Escudero et al., 2008). It can
therefore be expected that the bimodal stimulus presentation may have an
impact on the annotation results, and even to some degree explain the strong
impact of structurally cued expectations on prominence perception. It should
be noted, though, that Cole et al. (2010) implemented some countermeasures
to orthographically cued prominence, e.g. by deleting capitalizations and
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Figure 1: Schematic overview of three popular prominence annotation methods (from top
to bottom): (1) Fine-grained continuous prominence annotation. (2) Less fine-grained
prominence annotation using a discrete (here: three) amount of distinct levels. (3) Promi-
nence annotation based on cumulative unary impressions across several annotators, where
each bar represents an annotator’s prominence marking.
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punctuation marks in their orthographic transcriptions.
Lastly, so far very few studies exist that examine the influence of the

prominence domain on the annotations themselves. Arnold et al. (2011a)
showed that word-level prominence judgments are more reliable and in higher
agreement with established acoustic prominence cues than syllable-based
ones, indicating that word-level prominence judgments may be compara-
tively easier, or at least more reliable to annotate. Apart from this study,
we have little evidence as to what role the level of annotation plays in the
assessment and perception of prosodic prominence.

1.5. Speech-gesture co-ordination as prominence indicator?

It has been found that the strong speech-gesture link described in sec-
tion 1.1 extends beyond production, as co-speech gestures have been found
to independently contribute to the impression of prominence (House et al.,
2001; Swerts and Krahmer, 2008) and to increase the intelligibility of speech
(Al Moubayed et al., 2009). Gestures, or rather co-speech movements2 that
are co-ordinated with a signal can also facilitate the processing of musi-
cal rhythms (Phillips-Silver and Trainor, 2005, 2007), challenging verbal
tasks such as reading comprehension (Llanes-Coromina et al., 2018b) or the
production of acoustic-prosodic patterns in an L2 (Llanes-Coromina et al.,
2018a). These findings highlight the strong cross-modality that accompanies
the general processing of acoustic signals, both in perception and produc-
tion, and challenge the seemingly clear-cut differentiation between structural
and signal cues to prominence, as (motor) signal cues as such may actually
trigger or strengthen structural expectations and vice versa.

A large body of interdisciplinary research furthermore describes that hu-
mans spontaneously and unintentionally synchronize or “entrain” their move-
ment patterns to their interlocutors’ verbal and non-verbal behaviors (Con-
don, 1974; Erickson and Shultz, 1982; Loehr, 2004; Richardson et al., 2007;
Yun et al., 2012). While similar co-ordinative patterns are described among
different kinds of animals, humans are the only species that has been found
to synchronize these across various tempi, or even when lacking a regular

2Not all co-speech movements constitute communicative gestures in that they fulfill
a particular communicative function. However, we assume that most of them may at
least to some degree be typical beat gestures, i.e. contributing to, or encoding prosodic
prominence. In this paper, we refer to all types of co-verbal movements as “gestural”,
without making any hypothesis as to their specific communicative function.
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external stimulus such as a metronome or music (cf. Cummins (2011) for an
overview). Building on these insights, Wagner et al. (2013) postulated their
theoretical framework of Interaction Phonology, which regards a listener’s
motor co-ordination with the verbalizations of an interlocutor as a logis-
tic component, or as a “rhythmic scaffold” that facilitates the perceptual
processing of phonological units, boosts the comprehension of higher-level
linguistic information and aids the management of the ongoing discourse.

While these theoretical assumptions are notoriously difficult to test (Beier
and Ferreira, 2018), we still take them as support for the hypothesis that
perceived prosodic prominence may at least to some degree be encoded in a
kind of ’motor shadowing task’. We consequently expect that the amplitudes,
durations or velocities of co-speech movements accessed in a listening task
may provide a suitable indicator of perceptual prosodic prominence. We will
further evaluate this hypothesis in the remainder of the paper.

1.6. Research goals and structure of this paper

As explained above, although a plethora of signal and structural cues
to prominence have so far been validated, we still know very little about
their integration in individual listeners. In order to shed light on this issue,
prosodic research is in need of accessing näıve listeners’ individual impres-
sions of prosodic prominence. As prominence impressions and prominence
relationships between linguistic units may be of a fine-grained nature, our
annotations should be likewise. So far, no such annotation protocol exists.
Our research goals for this paper are hence twofold: First, we will explore the
suitability of a novel approach to prominence annotation that exploits the
strong link between prosody and gesture in production, generates prominence
annotations that are fine-grained, works independently of simultaneous or-
thographic input, and can be produced by näıve annotators. If the usefulness
of such an annotation protocol could indeed be shown, we furthermore would
have produced evidence supporting the hypothesis illustrated in section 1.5,
namely that the process of speech perception includes some kind of internal
“motor shadowing” or “motor co-ordination”, which can be made use of in a
prominence annotation task. We will furthermore explore, whether the do-
main of prominence annotation, namely syllable-level and word-level promi-
nence, has an impact on the suitability of the annotation scheme. Second,
we want to find out whether prominence annotations shed light on strategies
of integrating various cues to prosodic prominence, and whether these differ
across different annotation protocols and across different groups of listeners.
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We will first address the possibility of a novel annotation scheme in a
feasibility study. Next, we compare these gesture-based annotations with
more established annotation protocols, namely the ones devised by Cole
et al. (2010) and by Fant and Kruckenberg (1989), but also with a pure
orthography-based “annotation” of linguistic expectations. Subsequently,
we explore the weightings of signal-based and structure-based prominence
cues across the different annotation protocols using Random Forest Mod-
els trained on average annotators, and lastly, we investigate, whether our
gesture-based prominences reveal unique strategies for individual groups of
listeners, followed by a general discussion.

2. Feasibility study: Can prominence impressions be accessed in a
“drumming task”?

In order to find out whether it is feasible to exploit gestural movements
to access prominence impressions, a combined perception and (drumming)
production study was carried out. In this study, participants listened to
short, isolated sentences and were subsequently asked to “repeat” their im-
pressions by drumming them on an electronic drum pad, i.e. the repetitions
were transformed into a gestural modality. The underlying assumption is
that the impact forces of the individual drum beats capture the prosodic
prominence of the linguistic unit the drum beat corresponds with. Thus,
the impact forces of the individual drum beats serve as operationalization
of perceptual prominence. Interestingly, a very similar measure of “visible
energy”, i.e. the amount of movement present in a manual gesture, has been
proposed for the operationalization of prominence expression in American
Sign Language (Tkachmann, Hall, Fuhrman and Aonuki, in press, this Spe-
cial Issue). As articulatory manifestations of prominence may relate more
or less strongly to different levels of the prosodic hierarchy (Oh and Bird,
in press, this Special Issue), we assume similar effects to be the case for our
“drummed prominences”. Hence, one part of the study examined listeners’
ability to “drum” syllables, another part to “drum” words.

2.1. Methods

2.1.1. Annotation material

The audio material that participants had to “repeat” in the drumming
task was taken from the Bonn Prosodic Database (Portele et al., 2000), which
contains prosodically annotated audio recordings of sentences and stories
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read by three professional speakers. Twenty sentences read by each of the
three speakers (60 sentences in total, cf. Appendix A) were extracted from
the database for the main annotation study, with ten additional sentences
serving as training material for the participants. All sentences were rather
short and with one exception consisted of one major intonation phrase only.
The sentences belong to a set of standardized and phonologically balanced
sentences, typically used for the purpose of audio quality assessment or syn-
thesis evaluation (Sotschek, 1984). When choosing which sentences to use
for the experiments, care was taken to ensure that the three realizations of
each sentence differed somewhat from one another in terms of prosodic real-
ization. That way, linguistic structure is held constant across a part of the
annotation material, while acoustic cues to prominence are varied. As our
sentence material is not embedded in any linguistic context, our material
cannot be meaningfully interpreted with respect to the potential impact of
the pragmatic and semantic factors on prosodic prominence. Thus, our anal-
yses of the interaction between semantic-pragmatic factors and perceptual
prominence are severely constrained by our choice of material.

2.1.2. Participants and instructions

Nineteen native German speakers without any reported hearing or motor
skill problems took part in this study (13 female, age range 20–58). A few
of our participants had a linguistic background, but only two of them had
some training in prosodic annotation. Both of these were assigned to the
word drumming task due to the random procedure. We did not preselect
the participants based on their musical skills, but 2 participants reported
actively playing an instrument or singing regularly. Two participants were
active drummers (1 semi-professional rock music drummer, 1 hobby per-
former of Western African percussion music). Based on a random procedure,
ten participants (including the two active drummers) were presented with the
syllable drumming task while the remaining nine were instructed to “repeat”
their auditory impressions by drumming once per word, and to modulate
their drumming strength based on how they felt that a word/syllable “stood
out”. To avoid potential biases, any linguistic (e.g. stress, accent, impor-
tant words) or signal related (e.g. loud, high, long) terminology was avoided
during the explanation of the task.
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Figure 2: Schematic overview of gesture-based annotation setup (left) and picture of an
actual annotation session (right).

2.1.3. Procedure

The annotations were performed with a standard electronic drum pad
(Alesis SamplePad) in a sound-treated studio at Bielefeld University. The
sensitivity for impact force was adjusted across all areas of the drum pad,
and we chose a sample with minimal echo. Informal tests showed that impact
forces are linearly transformed into the sample intensities (dB) of the output
sample. Participants were presented first with the ten training sentences and
afterwards with the 60 sentence recordings of the main study. The order of
the training and test sentences was quasi-randomized for each participant,
taking care that repetitions of the same sentence by different speakers were
maximally far apart from each other. The participants were instructed to lis-
ten to each sentence over headphones and subsequently beat on the electronic
drum pad once per perceived syllable (syllable task) or once per perceived
word (word task), using a standard rock music drum stick (Maple, 5B). The
drumming was performed after having listened to the audio presentation, as a
real shadowing task where listeners drum while they are listening to an audio
signal had shown to be too difficult in informal pilot studies. They were al-
lowed to listen to sentence recordings again and/or repeat their drumming in
case they were not satisfied with their performance. Participants were asked
not to say the sentences aloud during the drumming, in order to have them
concentrate on their perceptual impression. While drumming, participants
monitored their performance via headphones (cf. Figure 2). Audio and MIDI
output of the drum pad were recorded as well as the sentence stimuli which
were played to the participants. The boundaries of the drummed sentence
repetitions were annotated manually using Praat (Boersma and Weenink,
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2019). By then automatically extracting the information encoded in the
MIDI output (Walker, 2008) and comparing the MIDI time stamps with the
relevant drum sounds in the audio file, it was possible to determine the im-
pact force information stored in the MIDI file for each of the drum beats3,
i.e., an internal number on which the intensity of the output sound is based.
That way, we could also determine the number of drum beats, which ought
to be identical to the number of syllables or words in the corresponding sen-
tence. Due to our sequential task (listening is followed by drumming), we
lack a clear temporal alignment between the drumming patterns and audio
signal. We are thus unable to relate the drum beats to corresponding syl-
lables or words unless they are identical in number, and currently discard
material where this is not the case.

2.2. Results

2.2.1. Coverage and time consumption

In order to estimate the difficulty and cognitive load of the drumming
task, we analyzed the performances of five word drummers and five syllable
drummers. As drum beats had to be attributed to the individual syllables or
words, it was only possible to interpret participants’ responses if the number
of drum beats matched the number of words or syllables in the sentence. We
use these mismatches as a first rough indicator of the task complexity. For
the syllable drumming task, 16 of a total of 300 items (5%) had to be left
out of the further analysis for this reason. The word drumming task resulted
in a smaller meaningful output. Here, 38 of 300 items (13%) could not be
interpreted. Thus, word level annotations appeared to be considerably more
difficult to perform using the drumming task.

For both conditions, participants were able to go through the drumming
task at a fast pace and only occasionally demanded to listen to or drum a
particular sentence more than once. Including the time used for the training
sentences as well as repetitions or sentences which had to be discarded from
the analysis, the average time consumption per annotated sentence varied
between 1.8 and 3.6 seconds for the syllable drumming task, and between
2.5 and 4.6 seconds for the word drumming task. This indicates a somewhat
higher cognitive load for word drumming, as the sentences were identical

3Within the MIDI format, this impact force is called “velocity”. We refrain from using
this term due to its ambiguity.
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across tasks, and fewer drum beats had to be produced in the word drumming
task. The two participants with previous drumming experience were not the
cause for the higher pace detected for the syllable drumming task.

2.2.2. Drumming patterns across participants and linguistic units

When investigating the individual drumming patterns both for words and
syllables, we see a high inter-individual variation. In a first visual impres-
sion (cf. Figure 3), many of the participants appear to match their impact
forces with well-known features of German utterance prosody, e.g. nuclear
accents predominantly being appearing on nouns towards the right boundary
of the prosodic phrase (the word “Süßigkeiten” in the example sentence), co-
inciding with lexical stresses (the syllables /zy:/ and /kaU/), with verbs and
function words receiving less prominence than nouns, and with some drum-
mers employing some kind of rhythmical alternation. Besides, the figures
also show that in some cases, the individual drummers strongly “disagree”,
and may be following alternative strategies: word drummer 5 shows a flat
drumming pattern throughout, with the exception of the last word which
carries a strong rising boundary tone, word drummer 2 shows almost a re-
versed pattern than the others, while syllable drummer 2 places the “lexical
stress” of “Süßigkeiten” after the actual stress location, possibly aligning the
impact force with the maximal and late peak excursion. To get a clearer pic-
ture of the amount of inter-individual variation in the distribution of impact
forces, and as a first check of whether the participants impact forces relate
to prosodic prominence at all, we measured the distributions of their impact
forces and plotted them against (manually labeled) accented and unaccented
syllables/words per participant (cf. Figure 4). These distributions show that
the majority of the participants indeed differentiate accentuation by increas-
ing their impact force stronger for accented items, but that they do so (a)
to very different degrees, and (b) that at first glance, several drummers fail
to make a clear-cut distinction between accented and unaccented items. The
distributions also show - not surprisingly - that participants use very differ-
ent ranges and means of impact forces. Syllable drummer 6 shows hardly
any variation throughout her performance. Interestingly, she is the partic-
ipant with a background in rock music drumming. We have the suspicion
that she interpreted the task rather as a syllable counting task and aimed at
maximal consistency throughout her performance. Also, it seemed that her
impact forces regularly exceeded the pad’s maximal sensitivity. We therefore
decided to exclude syllable drummer 6 from the subsequent analyses.
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Figure 3: Z-scored (by sentence) drumming patterns for 5 word drummers (left) and 5
syllable drummers (right) for the identical utterance (“Ob ich Süßigkeiten kaufen darf?”
– Whether I sweets buy may? ).

As we are particularly interested in how our annotation protocol reveals
the individual differences in interpreting prosodic prominence, we embrace
the detected variations. Still, we need to ensure that the participants indeed
followed some kind of a linguistic strategy. In oder to show the existence
of non-randomness with respect to our linguistic items (words, syllables),
we therefore calculated two linear mixed effects models using the R-package
lme4 (Bates et al., 2015) both for our syllable and word drumming data.
We entered the impact force as the dependent variable, individual items as
fixed factors with 124 (syllables) and 89 (words) factor levels, and speaker
and sentence (as well as word for the syllable model) as random factors. The
resulting models (for the full models, cf. Appendix B) indicate that for sylla-
ble drumming, 59 out of 124 (48%) unique syllables and for word drumming,
33 out of 89 unique words (37%) make a clearly significant contribution on
impact force (|t| > 2). Given the limited amount of annotated data per in-
dividual item, this result supports our assumption that the drumming task
was carried out in a non-random fashion, as it is linked to the linguistic items
that they were interpreting.

2.2.3. Inter-Drummer Agreement

In order to get an impression of the overall consistency among drummers,
we calculated the intra-class correlations (two-way consistency ICC models
on average units) for the word and syllable drummers. We closely followed the
suggested procedure in Hallgren (2012) and used the R-package irr (Garner
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Figure 4: Distributions of impact forces for accented and unaccented words (top) and
syllables (bottom) by participants (word1 to word9, syl1 to syl10). For a more intuitive
interpretation, impact forces are given in the output dB of the drum pad.
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et al., 2012). The resulting ICCs revealed high levels of consistency both for
the syllable drumming task (ICC = 0.72, F (389, 3112) = 3.63, p < 0.0001)
and the word drumming task (ICC = 0.82, F (10, 80) = 5.44, p < 0.0001).

We furthermore wanted to identify (dis)similarities between individual
drummers’ strategies for arriving at relative patterns of impact strength. To
this end, we therefore calculated the pairwise-agreements between individual
drummers on a sentence-by-sentence basis, using Spearman-ρ rank coeffi-
cients.

To prepare this analysis, all syllable- and word-level prominence ratings
were z-normalized for each of the unique 60 sentences that had been anno-
tated, to account for the different ranges in impact force. Next, Spearman-ρ
correlation coefficients were calculated between the impact forces for each of
the 60 sentence and each pair of drummers separately, resulting in up to 60
correlation coefficients per pair of drummers — due to the occasional perfor-
mance “errors” (i.e. different numbers of drum beats and syllables), not all
correlation analyses could be performed.

The medians of each of these pairwise correlations were entered in a cor-
relation matrix, serving as a descriptive estimate of the pairwise agreement
between individual word- and syllable drummers. The overall results are
presented in Figures 5 (syllable drumming) and 6 (word drumming). All
calculations were carried out within R, version 3.2.1 (R Core Team, 2015),
visualizations were generated with the R package corrplot (Wei, 2013).

The analysis shows a wide range of similarities and dissimilarities between
drummer performances for both tasks. For the syllable drumming, median
correlations vary strongly (cf. Figure 5), ranging from high positive (ρ =
0.79) over practically no to even substantial negative ones (ρ = −0.61).
Although word drumming appeared to be more difficult and error-prone than
syllable drumming (cf. Section 2.2.1), the correlations between participants
show a pattern similarly variable as the syllable drummers (cf. Figure 6),
with some drummers agreeing strongly (ρ = 0.83), others poorly, and some
even negatively (ρ = −0.54).

The lack of correspondence between many of our individual drummers
indicates that individual participants paid attention to a different set of signal
or structural cues when interpreting how strongly individual syllables stood
out in the sentence. However, given that most drummers show clear positive
correspondences to several other drummers, the results also indicate that
groups of drummers may indeed follow similar strategies of cue integration.
These analyses will be taken up later in order to model different strategies
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Figure 5: Medians of by-sentence Spearman-ρ correlations between sentence-wise patterns
of drumming force across participants (syllable drumming task).
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of drumming force across participants (word drumming task).
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of cue integration (cf. Section 5).

2.3. Discussion

As hypothesized, we found that the drumming task allows for a very
fast and intuitive way to gather näıve listeners’ impressions of previously
heard utterances. In fact, the procedure allows for an annotation speed close
to real time and with a training phase of a few minutes only. Due to this
effectiveness, the proposed method appears to be suitable for the fine-grained
manual prominence annotation of large corpora.

Due to the fact that drum beats and annotated units could only be aligned
when they were identical in numbers, the annotation method still produces
missing data, which could be overcome if the annotation was performed as a
real-time shadowing task. However, this appears to be do difficult without
considerable practice or alternative methods of assessing the movements. It
thus seems promising to investigate more subtle measurement techniques or
explore approaches for training annotators.

Interestingly, word drumming was considerably more error prone and time
consuming than syllable drumming, leading to believe that the coordination
of hand movements and words was comparatively more difficult and needed
more cognitive resources. The reason for this may be that speakers may
be predominantly used to a word-level prosody-gesture alignment only for
highly prominent words carrying a pitch accent (cf. Section 1), but not for
less prominent words. Another potential reason for the comparatively eas-
ier syllable-level temporal alignment between drumming and linguistic units
may be that German syllable units show considerably less temporal variation
than words, and are repeated within duration cycles roughly corresponding
to participants’ eigenfrequencies found in self-paced tapping experiments (cf.
Repp (2005) for an overview). In fact, our approach to annotation can be
regarded as a special kind of sensorimotor synchronization task. Thus, the
syllable may simply provide a more suitable temporal scaffold for speech-
motor coordination — a circumstance also made use of in German elemen-
tary school classrooms, where the concept of a syllable is often taught in
clapping games. The better suitability for speech-motor coordination of syl-
lables (rather than words) may be further emphasized by some features of
the annotated language: German allows for complex compounding, which
show a certain ambiguity with respect to the number of words they actu-
ally represent. Another result of compositional, derivational and inflectional
morphology, words are of an indefinite phonological length. We thus cannot
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rule out that the higher cognitive load found for word-level annotations is a
language specific effect.

Typically, the usability of standardized prosodic annotation protocol is
evaluated based on inter-annotator agreement (e.g. Pitrelli et al. (1994);
Kügler et al. (2015)). Our ICC-based analysis confirms the suitability of
our proposed scheme, when averaging across various annotators. However,
the correlation analyses revealed a high degree of inter-individual differences
among our drummers. The finding that some participants seem to follow
altogether different strategies could be used as a criticism of the proposed
method. However, since our method does not define a standard approach for
a prosodic expert annotation with a set of well-defined annotation criteria
and available training materials, we do not consider this a major drawback.
Rather, our approach welcomes the inter-individual variation, as we are inter-
ested in how individual listeners pay attention to various aspects of phonetic
detail or linguistic structure, all of which may contribute to the overall im-
pression of prominence.

Moreover, our models showed a clear impact of many individual items
(syllables or words) on impact force, thus confirming that at least, our par-
ticipants did follow strategies that were connected to a linguistic assessment
of the acoustic data they were interpreting. Furthermore, an analysis of
non-expert impressions may substantially contribute to our knowledge of the
signal-structure integration process, as we so far typically have to rely on
expert annotations whose judgments are to some extent driven by theoreti-
cal (rather than impressionistic) considerations, thus being endangered by a
certain potential for circular reasoning.4

One remaining caveat is that the sentences annotated with the novel
method consisted of carefully read, short sentences typically comprising a
single intonation phrase. It remains unclear whether our method is straight-
forwardly applicable to more spontaneous data, consisting of longer and more
complex intonation phrases, and containing typical phenomena of sponta-
neous speech such as self-corrections or hesitations. A second remaining
caveat is that we did not control for our annotators’ ability in performing
the task. It is possible that some motor-coordination talent is needed to

4Obviously, certain analyses call for expert judgments, e.g. the qualitative assessment
of a particular accent type needs insights into phonological concepts and distributional
criteria.
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conduct the drumming exercise. It is further conceivable that the few anno-
tators who hardly correspond to the others simply lack this talent. Follow-up
studies need to thoroughly investigate, how drumming performances are ac-
tually influenced by skills, talents or experiences that are not related to the
linguistic task of listening. However, we feel that the many advantages of
this approach, e.g. the fact that no intensive training is needed, and that
the annotation works without orthographic representations, outweigh these
shortcomings.

3. Comparing gesture-based prominence annotations with estab-
lished annotation methods

Apart from the issue of whether näıve annotators can manage a gesture-
based prominence annotation (henceforth “drummed prominences”), we need
to examine how well the obtained annotations correspond to more con-
ventional prominence ratings, for which researchers have found a range of
corresponding structural and signal cues. This is crucial in order to find
out whether results stemming from more traditional prominence annotation
methods are actually comparable to those resulting from our novel method,
or whether they capture impressions of a different quality. Here, two popu-
lar alternative approaches for prominence annotation were compared to the
drumming method: expert judgments using a fine-grained, quasi-continuous
scale of prominence impression (henceforth “fine-grained expert”; cf. Fant
and Kruckenberg (1989); Eriksson et al. (2001); Arnold et al. (2013)) and
the method relying on cumulative unary impressions of prominence (hence-
forth “cumulative näıve”; cf. Cole et al. (2010); Wightman (1993)). As we
are also interested in the integration process of structural and signal cues
to prominence, we introduce a third “quasi-annotation”, which is entirely
based on orthographic material, and simulates the cumulative näıve method
(henceforth “orthographic cumulative”). The material thus gathered is an
approximation to “pure” structural top-down expectations, as participants
provide their “quasi-annotations” without any access to signal cues (leaving
aside the question of whether they generate an internal silent prosody).

Also, we will generally assess whether various established and novel ap-
proaches to prominence annotation indeed measure comparable impressions
or not. This is crucial to re-assess a plethora of empirical work so far dedi-
cated to the study of prosodic prominence, and can be considered an impor-
tant methodological side aspect.
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3.1. Methods
To enable a comparison of gesture-based and conventional annotation

methods, we first computed a “median drumming profile”, based on the
median of all drumming intensities of the individual syllables or words, after
these had been z-score normalized by sentence and speaker. For the novel
method to be useful, we hypothesize that this “median drummer” yields a
more or less representative picture of the prominence impressions within a
linguistic community. Obviously, the collection of a larger sample and a
variability analysis across different participant subsets of varying sizes would
be necessary to verify this preliminary assumption (e.g. by following Cole
et al., 2017).

For all 60 sentences annotated with the drumming task, we also obtained
fine-grained expert annotations from the Bonn Prosodic Database (Portele
et al., 2000). This database was already the source for obtaining the sentences
for the drumming task and contains syllable-based prominence impressions
from three prosodic experts for each sentence. The prominence annotations
were carried out on a fine-grained scale ranging from 0 to 31, with annotation
values > 20 roughly corresponding to highly prominent, often pitch accented
syllables (Heuft, 1999). The expert annotations showed a high correlation,
similar to the rest of the database (Spearman-ρ > 0.7), but care was taken
to introduce some variability of prosodic production across sentences. We
calculated the median prominence profiles of these three individual impres-
sions to obtain median fine-grained expert impressions. As the prominence
annotations in the database are based on syllables as the reference unit —
for every syllable there exists one prominence impression reflected by a num-
ber between 0 and 31 — word prominences need to be derived in order to
compare them with the word prominences obtained in the drumming task.
This was achieved by using the maximally prominent syllable per word as
an indicator of perceived word prominence. Even though this simplification
may not be entirely correct (Arnold et al., 2012), we take it as a reasonable
approximation of perceptual word prominence obtained with a fine-grained
scale.

The same 60 sentences were further annotated using the cumulative näıve
prominence annotation method, closely following Cole et al. (2010): The
sentences were presented both orthographically and acoustically (via head-
phones) to 40 näıve annotators in a random order, who were then asked to
underline those linguistic units they perceived as “standing out”. All an-
notators performed the annotations alone, sitting in a quiet room. Twenty
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annotators were asked to underline syllables (14 female, age range 19–37
years, median = 23 years), a further 20 annotators were asked to underline
words (12 female, age range 20–41 years). All annotators were students who
were compensated monetarily for their participation in the study. In the syl-
lable annotation task, syllable boundaries were indicated within words using
the symbol “−”. For each sentence, the 40 individual prominence profiles
thus gathered were then cumulated into fine-grained “p-scores” of promi-
nence impression and normalized into a value between 0 and 1, reflecting the
proportion of annotators who marked a word or a syllable as prominent.

Lastly, we collected orthography-based “prominence annotations”, by
presenting the 20 linguistically unique sentences in their unmodified ortho-
graphic form to 17 näıve “word-level annotators” (11 female, age range 19–26
years), and in a syllabified version identical in form to the one used for the
cumulative impressions to 15 näıve “syllable annotators” (nine female, one
unspecified, age range 19–28 years). Their instruction was to underline all
syllables/words that “they would expect to be prosodically highlighted”. All
annotators were undergraduate students of linguistics with basic knowledge
in phonetics and phonology, so they had a fundamental grasp of the concept
of prosodic highlighting. However, none of them had any specialized prosodic
training. They took part in the study voluntarily and were not compensated
for their efforts. The annotations took place in a quiet classroom. These
annotations were then cumulated into fine-grained patterns of prominence
expectations and normalized into a value between 0 and 1, similar to a “p-
score”, reflecting the proportion of annotators who expected a word or a
syllable to be prominent.

Subsequently, “drummed”, “fine-grained expert” (experts), “cumulative
näıve” (p-scores), and “orthographic cumulative” (orth) annotations were
compared both on the syllable- and the word-level for mutual similarities (cf.
Figure 7 for an example comparison based on one sentence). To this end,
the annotation data were aggregated for word and syllable based annotations
separately. Next, we calculated linear mixed effects models, with annotations
gathered by one of the annotation protocols and annotation units serving as
dependent variable, while the remaining annotation protocols were set as
fixed factors (intercepts). The variables sentence, speaker and word (as well
as syllable for syllable drumming) were entered into the models as random
factors.
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Figure 7: Example sentence with results for z-scored median prominence annotations
gathered with various annotation protocols for words (left) and syllables (right).

dep. variable: p-scores orth drum experts
p-scores - 2.56 5.40 2.56

orth 2.9 - −2.24 −8.03
drum 6.23 2.18 - 4.66

experts −0.11 −5.98 0.43 -

Table 1: Overview of linear mixed effects models (fixed factors) predicting word level
prominence annotations (dep. variable, left column) by alternative annotation protocols
(remaining columns). Cells show the t-values pertaining to the fixed factor, with |t| > 2
marked in boldface.

3.2. Results

As indicated in Table 1 and Figure 8 for word-based annotations, and
Table 2 and Figure 9 for syllable-based annotations, the protocols stand in
a strong linear correspondence to one another. The only pair of annota-
tion methods failing to show such a correspondence are word-level expert
prominences as predicted by p-scores and drummed prominences.

3.3. Discussion

The most important outcome of our comparison of novel and established
methods for prominence annotation is that all procedures yield highly com-
parable results, i.e. each annotation protocol is predictive of the others.
These are very good news to the prosody community, as they justify it to
further compare empirical results based on different methods of prominence
annotations. The only annotation scheme for this was not the case (expert
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dep. variable p-scores orth drum experts
p-scores - 6.69 8.44 8.45

orth 10.66 - 4.17 10.66
drum 4.15 8.40 - 5.92

experts 7.53 10.54 6.09 -

Table 2: Overview of linear mixed effects models (fixed factors) predicting syllable promi-
nence level annotations (dep. variable, left column) by alternative annotation protocols
(remaining columns). Cells show the t-values pertaining to the fixed factor, with |t| > 2
marked in boldface.
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Figure 8: Scatterplots of impact forces gathered with the word-level drumming task in
relation to p-scores (upper left), orthographic ’p-scores’ (upper right) and fine grained
expert annotations (lower).
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Figure 9: Scatterplots of impact forces gathered with the syllable-level drumming task
in relation to p-scores (upper left), orthographic ’p-scores’ (upper right) and fine grained
expert annotations (lower).
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word-level annotations), was derived from syllable-level annotations. We
take this as evidence that our simplifying assumption, namely that the most
prominent syllable within a word gives us a good approximation of word-
level prominence, is inadequate. Obviously, prominence impressions cannot
be straightforwardly compared across different levels of annotation.

Also, our study revealed that relying on näıve annotators is not a draw-
back at all, but is able to yield results highly comparable to those gathered
by prosodic experts, as long as a substantial number of annotators (here
n = 9) are available, across whom we can calculate average or cumulative
impressions.

The “annotations” gathered from the orthographic material showed a
strong correspondence to all other annotation protocols, thus confirming the
often described strong impact of top-down expectations on prominence per-
ception across methods. This persisted to be the case for the drumming task.
Even lacking orthographic input during the annotations, it does not neutral-
ize the impact of top-down expectations on prominence judgments. However,
for word-level prominence annotations including orthography-based annta-
tions, the negative t-values indicate that orthographic prominences are occa-
sionally reversed, probably resulting from some divergence between prosodic
realizations and prominence predictions based on text.

As our analyses have thus confirmed the general comparability of the
drumming method to obtain meaningful prosodic annotations, we will sub-
sequently evaluate the degree to which annotations gathered that way are
indicative of an integration of structural and signal cues to prominence per-
ception.

4. Investigating the integration of structural and signal cues to
prominence

Since our previous analyses revealed potential differences in the inte-
gration of structural and signal cues in the different annotation procedures
tested, we now further investigate whether such an assumption can be sup-
ported empirically. We will analyze these integrations separately for word-
level and syllable-level annotations across the various protocols.

4.1. Methods

We train a set of Random Forest Regression Models (Breiman, 2001)
based on our three different annotation protocols averaging over several an-
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notators (median drummer, cumuluative p-scores, median expert) as depen-
dent variables, and a set of well-established structural and signal correlates of
prosodic prominence as predictor variables, both for word and syllable-level
annotations. Beyond more traditional predictive models, Random Forests re-
veal a ranking of the importance of the various predictor variables, i.e., they
deliver more information than mere model accuracy, the significance or effect
size of a predictive factor. That way, they provide us with an exploratory
tool for determining a hierarchy of the various structural and signal cues of
prosodic prominence. Random Forest Models have further advantages over
other types of predictive modeling, most notably their relative immunity
against multicollinearity. This is of major importance since we can assume
that many of our predictor variables are highly correlated due to the “con-
spiracy” and linking of a plethora of prominence related factors described in
Section 1.

Before training our Random Forests, we chose a set of predictor vari-
ables. Perhaps somewhat unusually, we initially hesitated to include the
predictor variable “presence/absence of a pitch accent”, as it seems to be
of an ambiguous nature: It may be regarded as a signal cue to prominence,
as it manifests itself as prominence-lending pitch movement. Still, in many
respects it is a structural phonological feature, heavily corresponding with
structurally conditioned prominence such as phrasal position. We therefore
felt that its usage as predictor variable would not be straightforwardly infor-
mative in determining the differentiated impact of structural or signal cues.
However, as its impact on prominence perception (p-scores) has shown to be
of major importance in recent work relying on a similar analysis of Random
Forest Models (Baumann and Winter, 2018), we built a separate set of Ran-
dom Forest Models including (1) the presence of a pitch accent (ACCENT)
as a predictor, but left it out in a second stage of analyses. That way, we
can determine whether the results by Baumann and Winter (2018) can be
replicated on different data and with respect to various annotation proto-
cols. Our pitch accent annotations were manual expert labels present in the
original database.

As signal-based predictor variables, we selected well-established acous-
tic correlates of prominence, namely (2) syllable duration (SYLDUR), as
well as (3) an integrative measure of acoustic prominence (ACPROM), that
combines pitch movement, nucleus duration, intensity, and spectral balance
into a single prominence value (Tamburini, 2006) and has been shown useful
to model signal-level German prominence, e.g. for the purpose of model-
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ing prosody in speech synthesis applications (Windmann et al., 2010; Malisz
et al., 2017). It has been also established that its actual relationship with
perceived prominence is imperfect, given that prominence is also driven by
structural features (Tamburini and Wagner, 2007).

As paradigmatic structural variables, we chose (4) the phonological stress-
ability of a syllable (STRESSABLE), basically distinguishing reduced sylla-
bles from non-reduced ones. This feature is only distinctive for syllable-level
prominence and disregarded in the Random Forests predicting word-level
prominence. Another paradigmatic structural variable is the (5) part-of-
speech of the word (the syllable is contained in) (POS). Furthermore, we
included a syntagmatic signal variable that may trigger the expectation of
a prominence pattern due to rhythmic alternation, namely (6) the acoustic
prominence of the previous syllable (PACPROM). For a detailed overview
of the predictor variables, cf. Table 3. Obviously, many more potential pre-
dictor variables could have been chosen for a full exploration of prominence
related cues, e.g. those related to the contextual predictability or informa-
tion structure. Also, a study interested in whether listeners pay attention
to different signal cues across varying contexts or listening situations, may
find it useful to further decompose the signal cues to prominence. However,
since our main intention is to get a global impression of whether structural
or signal cues dominate the perception of prominence rather than building
the best predictive model, and since our linguistic material is not well-suited
for an analysis of more complex pragmatic or semantic influences anyway, we
stick to this comparatively simple set of well-established predictor variables.

Predictive Random Forest Models were then trained on the 60 annotated
sentences based on the 3 different annotation approaches and the 2 differ-
ent levels of prominence annotation, with and without the predictor variable
“ACCENT”, yielding a total of 12 different models. Training was conducted
using the cforest function contained in the party package (Strobl et al.,
2007) within R (R Core Team, 2015). This procedure follows the suggestions
by (Strobl et al., 2009), as the predictor variables were of different types and
contained correlated predictor variables. Model accuracy was then assessed
by obtaining the out-of-bag (OOB) predictions provided by the party pack-
age in R, and by then calculating a root mean squared error between OOB
predictions and actual annotations.
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predictor variable description

ambiguous:
ACCENT presence of a pitch accent (manual ex-

pert annotation derived from the database
Portele et al. (2000))

paradigmatic signal-based:
SYLDUR raw syllable duration (ms)
ACPROM acoustic prominence, weighted sum of nu-

cleus duration, spectral emphasis (Fant
et al., 2000), RMS intensity, TILT-model
based pitch movements (Taylor, 2000); cf.
(Tamburini and Wagner, 2007) for details

syntagmatic signal-based:
PACPROM acoustic prominence (see above) of preced-

ing syllable

paradigmatic structural:
STRESSABLE differentiates between phonologically re-

duced /@,5/ and full vowels
POS differentiates between nouns (NOUN), ad-

jectives (ADJ), full verbs (VRB), aux-
iliaries (AUX), adverbs/modal particles
(ADV/MOD), prepositions (PREP), arti-
cles (ART)

Table 3: Overview of signal-based, paradigmatic structural and syntagmatic structural
predictor variables used in the Random Forest Classification
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4.2. Results

Generally, the models containing the predictor ACCENT perform very
differently depending on whether they are applied on word-level (cf. Fig-
ure 10) or syllable-level (cf. Figure 11) prominences. For cumulative näıve
annotations gathered as p-scores, the ACCENT predictor outperforms the
others, thus replicating results by Baumann and Winter (2018). However,
ACCENT ranks behind POS and SYLDUR for drummed prominences, and
behind POS for expert annotations in their predictive power. For syllable-
level annotations, however, ACCENT outranks the remaining predictor vari-
ables across all tested annotation protocols. It is noticeable, that the inclu-
sion of ACCENT hardly improves the model accuracies, with the exception
of fine-grained expert annotations on syllable-level.

When comparing the word-level with the syllable-level models, we see that
the structural predictor POS ranks higher across all word-level annotation
protocols, while signal-level predictors have a tendency to rank higher in
syllable-level annotations. On the word-level, expert annotations are in fact
best explained using the concept of POS, independently of the presence or
absence of an accent.

There is also a tendency for drummed annotations to rank the predic-
tor SYLDUR higher than the predictor ACPROM. This appears to be a
systematic difference to the other annotation protocols, placing a stronger
importance of ACPROM.

Across protocols and annotation units, the Random Forests were able to
explain a substantial amount of variance present in the data, but are less
accurate than Random Forest Models for prominence prediction that are
reported in the literature (Arnold et al., 2013). However, these were trained
on five times more data (i.e., the entire Bonn Prosodic Database described
in Portele et al. (2000)), and on a larger set of predictor variables, including
highly predictable contextual prominences.

4.3. Discussion

A comparison between the predictor rankings of the word- and syllable-
level annotations reveals that POS is a more important cue for the perception
of word-level prominences, while the prosodic cues appear to be more impor-
tant for the perception of syllable-level prominences. This general tendency
seems stable across annotation protocols and thus provides ample evidence
that it indeed matters on which annotation level prominences are gathered.

33



Figure 10: Importance ranking of predictor variables in Random Forest Models predicting
word-level prominence annotation without (top) and with (bottom) the predictor AC-
CENT. For each model, predictive accuracies are given as RMSE (R2)
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Figure 11: Importance ranking of predictor variables in Random Forest Models predict-
ing syllable-level prominence annotation without (top) and with (bottom) the predictor
ACCENT. For each model, predictive accuracies are given as RMSE (R2)
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When comparing the different annotation protocols, we furthermore see
an influence on the method: The drumming task makes the participants rely
less strongly on POS, which could be indicative of a less strong influence
of orthographic input using this approach. Another difference of the drum-
ming method appears to be that the annotators place comparatively more
attention to syllable duration, it is possible that the influence of this cue is
strengthened by the motor task, as the drum beats need to be interpreted
in a sequential manner, placing an emphasis on the (syllable length) inter-
vals between them. Interestingly, experts appear to be driven comparatively
more by the cue POS than näıve annotators, as revealed across annotation
levels.

When comparing the models with and without the predictor variable AC-
CENT, we see that except for expert syllable-level annotations, the absence
of this predictor does not affect the model accuracies strongly, i.e. the anno-
tators’ behavior can be almost equally well predicted based on the remaining
cues. From the strong positive impact of the predictor variable ACCENT
on experts, we conclude that perhaps expectedly, experts use an abstract
notion of accent in a much more systematic fashion than näıve listeners.
Interestingly, ACCENT appears to be a much stronger predictor of syllable-
level prominence, clearly dominating across all annotation protocols. This
may be due to the fact that the POS information is less influential on the
syllable level. On the word level, ACCENT remains to be the dominant pre-
dictor for p-scores, thus nicely replicating results by Baumann and Winter
(2018) on a different data set, and with a different set of predictor variables.
However, the different behaviors of word-level p-scores in comparison with
the other annotation protocols are for the moment difficult to interpret, as
the p-score models with and without accents show very different rankings
(while drumming and experts stay similar in their rankings of the predictor
variables).

Based on the model accuracies, we can also see that the drumming task
introduces more noise than the cumulative näıve method and the expert
annotations. It should be kept in mind, though, that there were considerably
less drummers involved than annotators for the cumulative method. For now,
we expect the drumming models to become more stable with a larger set of
annotators. Model accuracies are more or less comparable for the annotations
gained with the cumulative method relying on näıve annotators, and the
fine-grained expert annotations, at least for the syllable-level annotations.
This strengthens approaches relying on näıve annotators in prosody research,
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provided the annotations are carried out by a sufficient number of listeners.
In sum, we see from our comparison that while producing similar results,

all annotation protocols bring in their own idiosyncrasies, pointing to an
effect of the annotation protocol on prominence cue integration. We also see
that the level of annotation strongly influences the participants’ behavior, so
it is not advisable to extrapolate prominence impressions gathered on one
level to those on another level.

5. Investigating individual listener strategies in integrating struc-
tural and signal cues to prominence

So far, our analyses were based on average or cumulative ratings of several
annotators that we hope to approximate a strategy representative of a larger
linguistic community. However, speech-based communication always takes
place between individuals, who may follow their own individual strategies
of cue integration or weighing. We will therefore try to understand better,
whether we can indeed isolate different general strategies. For this endeavor,
we again use Random Forest Classifiers trained on a set of established struc-
tural and signal cues known to be correlated with the perception of prosodic
prominence (cf. Section 1). Rather than training one Random Forest on
average impressions across all annotators, we will now apply them to groups
of annotators whose annotation patterns are most similar. The Random
Forests’ importance ranking will then reveal an insight into individual inte-
gration processes. We will base the Random Forests on the gesture-based,
syllable-level drummed annotations. Due to the fact that our word-level
annotations do not deliver enough data points for calculating meaningful
Random Forest Models, we restrict ourselves to syllable-level annotations.

5.1. Methods

Prior to training Random Forests, and similar to Baumann and Winter
(2018), we performed a cluster analysis on the annotations from nine of our
ten original “syllable drummers”. This is based on the pairwise compar-
isons of syllable drummers shown in Figure 5. The medians of each of these
pairwise comparisons were entered in a correlation matrix, which was trans-
formed into a matrix of euclidean distances. This then served as input for
the hierarchical clustering algorithm implemented in the R-package cluster

(Maechler et al., 2015). The output of this process revealed two main clusters
of annotators (cf. Figure 12), one cluster with six annotators (annotators 1,
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Figure 12: (Squared) correlations between syllable-level drummed annotations across
drummers (indicated as numbers). The squares indicate the two main clusters of drum-
mers.

2, 4, 8, 9, 10), and one cluster with 3 annotators (annotators 3, 5, 7). For
data from each cluster, Random Forests were subsequently trained, using the
same procedure and set of predictor variables as in chapter 4.1, but excluding
the predictor variable ACCENT. We used the z-score normalized individual
drumming performances of the various annotators present in the respective
cluster as the dependent variable, i.e. no averaging was performed across the
annotators present in each cluster.

The output was analyzed by ranking the importance of the predictors
and further evaluated by checking the predictive accuracy of the resulting
models.

5.2. Results

The Random Forest Model for Cluster 1 revealed an importance ranking
dominated by POS, followed by acoustic prominence and syllable duration,
again followed by the syllable’s stressability and lastly the acoustic promi-
nence of the previous syllable (cf. Figure 13). This ranking closely mirrors
the results achieved by the expert annotators reported in the previous section.
The Random Forest for the second cluster reveals a strong predominance of
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Figure 13: Importance ranking of predictor variables in Random Forest Models predicting
syllable-level prominence annotation for clusters of drummers. For each model, predictive
accuracies are given as RMSE (R2)

signal variables, all of which outrank the structural variables (cf. Figure
13). However, in comparison to the Random Forest trained on the median
performance across drummers, the predictive accuracy of the models is con-
siderably lower, with R2 = 0.42 for cluster 1, and only R2 = 0.33 for cluster
2.

5.3. Discussion

While the mean drumming profiles revealed a predominance of signal-
related cues in prominence drumming, a closer look at individual annotation
patterns showed that these may indeed be underlying different strategies.
Among our annotators, the larger group integrated structural and signal
cues to prominence based on a strategy reflecting that of expert annotators
— albeit less systematically, as the noise in the model reveals. The second
group showed a behavior mostly mirroring the signal cues to prominence,
but paid little attention to linguistic cues. It is now unclear, whether this
attention to signal cues results from a misunderstanding of the task, and does
not reflect these listeners’ processing of prosody in realistic communicative
situations, or whether they indeed perceive and process prosody in a different,
more signal-oriented way. However, given the low predictive accuracy of the
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Random Forest Model, we refrain from further speculation at this point.
Obviously, more data is needed to conclusively answer this question.

6. General Discussion

Our analysis tried to shed light on several issues: First, we aimed at find-
ing out whether a gesture-based account provides a viable alternative to the
existing, established methods of prominence annotation. More specifically,
we were looking for an annotation method that is accessible to näıve anno-
tators, reveals fine-grained impressions of prosodic prominence for individual
listeners and works without the simultaneous presentation of orthographic
material. Both our feasibility study and our subsequent comparison of the
gesture-based annotations with more conventional methods revealed that the
gesture-based approach is generally suitable for gathering meaningful and
fine-grained prominence impressions from näıve listeners close to real-time.
Also, we could confirm that — while none of the different annotation meth-
ods delivers identical results — they all provide us with highly corresponding
observations. Thus, we can basically continue comparing insights across the
various methodological approaches. We have furthermore provided evidence
supporting the hypothesis that perceptual impressions can indeed be trans-
formed into motor movements encoding rich prosodic structures related to
both structural and signal related cues (cf. section 1.5).

Secondly, we wanted to find out whether our gesture-based annotations
reveal potential differences in integrating signal or structural cues to prosodic
prominence. This general interest was extended to an analysis of whether
the different annotation protocols, or the different domains of prominence an-
notation in themselves, trigger different cue integrations. When annotating
word-level prominences, all annotation procedures appear to be compara-
tively stronger affected by structural linguistic considerations, probably cued
by a shift in attention.

It was striking that even without the presence of orthographic input dur-
ing the annotation phase, drummed word prominence annotations triggered
high-level concepts to a similar degree as the other approaches. This can
be interpreted in the sense that any attention to a higher order linguistic
unit such as the word causes a conscious metalinguistic analysis that might
strengthen the impact of structural cues in prominence processing.

For syllable-level annotations, the different annotation protocols reveal
significant differences: Here, expert judgments appear to be affected stronger
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by linguistic considerations than näıve listeners’ judgments. This finding fur-
ther strengthens our general scepticism against a reliance on expert annota-
tions only, as these are apparently driven by theoretical preconceptions that
may not perfectly reflect what non-linguists really do, or what anybody does
in real life and real-time interactions. We also found that when comparing all
annotation protocols, the gesture-based approach was the most signal-driven.
We therefore definitely can say that the annotation method itself appears to
influence the way that prominence cues are integrated. This should be con-
sidered in further investigations. Lastly, we were interested in whether there
are unique strategies of prominence processing. Here, our analysis replicates
findings by Baumann and Winter (2018), namely that there may be listeners
paying more attention to an integration of structural and signal cues, while
others may rely more strongly on signal-level cues. However, this insight
should be treated as a hypothesis that needs further empirical investigation.
Naturally, our analyses are heavily constrained by the linguistic and signal
predictors taken into account. Structural cues of potentially high relevance
such as word frequency or information structure were not taken into account.
This was done for two reasons: As our data set was limited, we did not ex-
pect that frequency effects may become highly effective, and as our data
set contained isolated sentences rather than contextually embedded utter-
ances, information structural expectations could not be controlled. After
now having shown the general feasibility of our gesture-based annotation,
we are positive to conduct further investigations that consider larger, and
— from a linguistic point of view — more interesting data. Here, our ex-
pectation would be that listener strategies of prominence perception may be
dynamically adjustable to pragmatic needs (Bishop, 2016; Turnbull et al.,
2017; Watson, 2010). We therefore hope to extend our annotation protocol
to conversational data, where the pragmatic skills of the annotators may be
triggered more strongly — and which are more in line with the demands of
assessing prominence in daily communication. Along these lines, it would
be very interesting to develop our method from a “reproduction task” into a
real-time shadowing of the motor movements in listening or even conversa-
tional settings, perhaps by assessing subtle manual movements using motion
capture or acceleration sensors. Such approaches would likely be able to
shed light on the potential link between entrainment processes and speech
perception.
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Appendix A. Sentence material used in the annotation

1. Frische Gardinen hängen am Fenster.

2. Der junge Zugbegleiter pfeift zur Abfahrt.

3. Rückt die Stühle an den Tisch!

4. Es ist acht Uhr morgens.

5. “Zug endet hier” verkündet die Ansage.

6. Die Bremsen quietschen grässlich.

7. Die Nacht haben Meiers gut geschlafen.

8. Die Fahrt war ja mächtig kurz.

9. Wir hören den plätschernden Bach.

10. Mutter konnte länger schlafen.

11. Es gehört zu einer Feldscheune.

12. Riecht ihr nicht die frische Luft?

13. Ob ich Süßigkeiten kaufen darf?

14. Über die Felder weht ein Wind.

15. Da möchte ich gerne mit.

16. Zieht vielleicht die festen Schuhe an!

17. Jetzt suche ich das Weißbrot
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18. Da läuft der Zug ein.

19. Die Ärzte sind damit gar nicht einverstanden.

20. Aus dem Radio klingt Musik.

Appendix B. LMEMs testing impact of individual items on drum-
ming impact forces

Estimate Std. Error df t value
(Intercept) 71.47 1.57 25.34 45.54

6s 2.51 1.32 305.61 1.91
aI 2.81 1.35 258.39 2.08

aIn 2.26 1.08 137.01 2.10
am -0.50 1.19 843.28 -0.42
an 2.03 1.10 152.73 1.85
ap 4.15 1.40 127.33 2.96

aUs 2.40 1.66 63.04 1.45
axt 7.37 1.39 138.00 5.31
b@ 2.79 1.28 284.35 2.18

b@n -1.30 1.26 565.05 -1.04
b6 1.37 1.33 234.86 1.03

bax 6.02 1.20 179.78 5.00
brEm 3.00 1.29 471.82 2.33
bro:t 1.74 1.33 184.41 1.31
d@n 1.80 1.20 80.06 1.51
d@t 0.91 1.17 272.84 0.78

d6 5.56 1.39 126.64 4.01
da: 3.71 1.04 444.65 3.58

darf 4.37 1.32 89.62 3.30
das 3.01 1.38 206.02 2.19

de:6 0.66 1.08 493.48 0.61
de:m 0.31 1.68 64.61 0.19
de:n 0.91 1.13 126.86 0.80

di: 1.13 0.90 944.71 1.25
djo 1.94 1.68 64.61 1.15
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E:6ts 3.88 1.22 662.93 3.17
en 2.10 1.24 868.60 1.70
Es 2.53 1.17 205.54 2.16

f@n 2.50 1.06 321.86 2.37
fa:rt 2.03 1.13 533.39 1.79
fE6 3.47 1.14 251.54 3.04
fEl 7.05 1.29 366.36 5.45

fElt 7.33 1.27 231.78 5.79
fEns 3.73 1.32 113.90 2.84
fEs 7.15 1.16 308.11 6.19
fi: -1.21 1.09 1661.35 -1.10
frI 2.81 1.08 351.08 2.61
g@ 0.15 1.07 477.13 0.14

g@ns 1.80 1.40 92.75 1.28
ga:r 5.48 1.25 201.70 4.39
gar -1.55 1.24 683.76 -1.25
gEr 4.64 1.29 296.51 3.60
glaI 0.80 1.30 237.28 0.61

grEs 6.52 1.32 309.23 4.93
gu:t 2.21 1.27 212.75 1.73
h2: 3.73 1.28 252.88 2.92

h2:6t 3.09 1.33 221.91 2.32
ha: 2.46 1.26 528.09 1.95
hE 1.36 1.37 145.22 0.99

hi:6 3.23 1.26 437.75 2.56
i:6 -0.82 1.26 532.57 -0.65
IC -0.08 1.06 457.98 -0.08
Ist 0.20 1.35 182.22 0.15
ja: 0.82 1.31 274.20 0.62

jEtst 3.70 1.29 326.98 2.88
jU 1.42 1.26 536.62 1.13

kaI 1.85 1.31 252.12 1.42
kaU 4.68 1.31 233.24 3.57

klINt 4.97 1.71 65.91 2.90
kOn 0.94 1.32 251.16 0.72

kUrts 2.26 1.41 284.47 1.61
kvi: 3.84 1.29 444.72 2.98
kYn 2.01 1.29 281.69 1.56
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l@ 1.32 1.28 398.90 1.03
laICt -0.30 1.15 425.46 -0.26

lE 7.78 1.34 212.70 5.81
lIC 3.23 1.32 390.32 2.45

lOYft -1.38 1.24 642.20 -1.11
lUft 3.95 1.42 223.57 2.78

m9C 0.15 1.24 651.36 0.12
maI 5.63 1.28 598.98 4.40

mEC 5.69 1.24 342.41 4.59
mIt 3.11 1.10 234.62 2.83

mOr 4.78 1.34 144.74 3.55
mu 2.79 1.72 55.83 1.63
mU 6.24 1.21 456.29 5.14
n@ 0.88 1.15 195.70 0.76
N@ 0.25 1.30 296.94 0.20

n@n 0.71 1.31 235.20 0.54
N@n -1.65 1.32 304.27 -1.24

n6 3.68 1.39 186.75 2.65
N6 3.01 1.34 237.96 2.25

naxt 1.73 1.27 499.64 1.37
nICt 2.00 1.09 555.15 1.84

Op 2.04 1.22 394.19 1.67
pfaIft 5.89 1.21 616.10 4.88

plE 7.04 1.34 139.76 5.27
r@n 1.35 1.31 171.62 1.03
ra: 5.53 1.69 64.70 3.27

ri:Ct 4.14 1.23 673.74 3.37
rYkt 5.22 1.23 430.60 4.23

S@ 0.12 1.12 182.33 0.11
sIC 2.47 1.27 342.35 1.94
Sla: 2.27 1.18 252.80 1.92

SOY 3.73 1.16 335.37 3.23
Stan 1.98 1.31 145.11 1.51
Sty: 6.08 1.28 323.16 4.75
Su: 3.35 1.10 236.08 3.05
t@ -0.21 1.11 289.42 -0.19

t@n 1.97 1.10 192.39 1.80
t6 1.84 1.04 330.73 1.78
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tIC -0.20 1.30 140.34 -0.15
tIS 4.53 1.41 182.95 3.22

tS@n 2.00 1.31 425.92 1.52
tS6n 3.38 1.40 76.80 2.41
tsi:t 3.39 1.08 1113.04 3.15
tsu: 1.18 1.30 332.08 0.91

tsu:6 0.16 1.35 92.17 0.12
tsu:k 4.19 1.06 300.15 3.94

u:6 3.16 1.41 127.84 2.24
va:r 2.12 1.28 473.11 1.66
vaIs 5.90 1.37 120.42 4.32
ve:t 4.59 1.33 209.38 3.45
vi:6 2.53 1.27 192.15 1.99
vInt 5.53 1.30 294.08 4.25
x@ -1.02 1.37 234.97 -0.75
y: 2.24 1.26 339.86 1.78

z@n 0.29 1.32 311.67 0.22
za: 1.41 1.39 132.25 1.02

zi:k 4.18 1.68 60.44 2.49
zInt 1.40 1.23 562.65 1.13
zu: -0.48 1.35 240.15 -0.36
zy: 6.45 1.28 258.09 5.03

Table B.4: LMEM predicting drummed impact forces
from individual syllable items.

Estimate Std. Error df t value
(Intercept) 68.55 1.99 13.48 34.52

aIn6 -0.58 1.67 31.30 -0.35
am 0.41 1.59 51.14 0.26
an 0.33 1.35 28.52 0.24

apfa:rt 3.86 1.63 21.71 2.37
aUs -0.93 1.61 21.19 -0.58
axt 4.10 1.63 32.50 2.51
bax 4.44 1.47 35.56 3.01

brEmz@n 2.74 1.60 30.31 1.71
da: 1.70 1.22 49.46 1.40
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da:mIt -0.80 1.84 68.98 -0.43
darf 2.88 1.43 39.69 2.01
das -1.69 1.64 35.53 -1.04

de:6 -2.09 1.19 49.28 -1.76
de:m -1.18 1.69 19.06 -0.70
de:n -1.40 1.20 72.80 -1.16

di: -1.39 1.01 37.36 -1.38
E:6tst@ 6.03 1.86 55.81 3.24

end@t 2.38 1.66 25.72 1.43
Es -1.29 1.36 30.43 -0.95

f@ng@Sla: 3.55 1.64 25.87 2.16
fa:rt 3.55 1.62 31.79 2.18

fE6kYnd@t 1.25 1.69 22.17 0.74
fE6Stand@naIn 4.66 1.90 27.52

fEld6 4.36 1.41 65.82 3.09
fEltSOYn@ 5.59 1.48 29.40 3.77

fEst@n 1.98 1.66 32.32 1.20
fi:laICt 2.35 1.63 39.50 1.44

frIS@ 1.95 1.17 63.23 1.67
g@h2:6t 2.65 1.67 30.43 1.58

ga:r 3.47 1.68 108.84 2.07
gardi:n@n 5.70 1.62 37.50 3.51

gErn@ 1.70 1.61 48.43 1.05
grEslIC 3.52 1.59 31.72 2.22

gu:t 0.90 1.42 59.07 0.64
h2:r@n 4.74 1.60 53.97 2.96
ha:b@n 0.35 1.60 41.54 0.22
hEN@n 1.34 1.59 42.74 0.84

hi:6 3.40 1.62 34.41 2.10
i:6 -0.95 1.57 37.28 -0.60
IC -0.63 1.27 31.43 -0.50
Ist -1.21 1.66 29.60 -0.73
ja: -0.36 1.61 33.31 -0.22

jEtst 2.77 1.55 53.37 1.78
jUN@ 1.46 1.60 32.08 0.92

kaUf@n 2.00 1.62 36.33 1.24
klINt -0.48 1.69 19.69 -0.29

kOnt@ -0.17 1.69 18.69 -0.10

59



kUrts 1.94 1.63 25.12 1.19
kvi:tS@n 3.46 1.56 38.83 2.22

lEN6 3.81 1.66 19.20 2.30
lOYft -2.05 1.40 36.86 -1.46

lUft 6.15 1.60 22.27 3.84
m9Ct@ -0.05 1.64 43.67 -0.03

maI6s 2.66 1.62 34.21 1.64
mECtIC 4.00 1.40 58.40 2.85

mIt 5.08 1.42 116.46 3.59
mOrg@ns 4.40 1.47 28.39 3.00

mUt6 4.43 1.60 20.74 2.77
muzi:k 2.63 1.50 14.92 1.75

naxt 1.67 1.64 32.63 1.02
nICt -0.58 1.38 36.91 -0.42

Op -0.04 1.54 50.81 -0.02
pfaIft 2.08 1.58 35.34 1.32

plEtS6nd@n 1.00 1.61 48.92 0.62
ra:djo 5.69 1.67 19.59 3.42
ri:Ct 3.13 1.50 71.86 2.09
rYkt 3.31 1.51 80.02 2.20

Sla:f@n 2.36 1.68 19.31 1.40
Sty:l@ 5.78 1.56 50.10 3.69

Su:@ 4.75 1.42 95.78 3.36
t6fEns 2.47 1.47 30.54 1.67

tIS 4.95 1.64 19.74 3.02
tsi:t 2.04 1.55 67.08 1.31
tsu: 0.41 1.65 33.43 0.25

tsu:6 -0.52 1.39 47.80 -0.37
tsu:k 1.30 1.24 26.61 1.05

tsu:kb@glaIt6 4.26 1.61 28.85 2.64
u:6 -1.88 1.66 30.44 -1.13

va:r 0.50 1.58 40.57 0.32
vaIsbro:t 3.61 1.44 43.86 2.50

ve:t 0.26 1.45 39.23 0.18
vi:6 -0.68 1.54 61.13 -0.44
vInt 4.63 1.48 20.92 3.14
y:b6 1.25 1.38 99.31 0.91

za:g@an 3.94 1.68 18.38 2.35
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zInt 0.61 1.85 66.30 0.33
zu:x@ -1.25 1.66 31.50 -0.75

zy:sICkaIt@n 4.69 1.65 30.61 2.85
Table B.5: LMEM predicting drummed impact forces
from individual word items.
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Appendix C. LMEMs comparing word-level annotation protocols

Estimate Std. Error t value
(Intercept) 20.47 1.33 15.35

p-scores -0.05 0.45 -0.11
orth p-scores -11.27 1.88 -5.98

drummed 0.05 0.12 0.44

Table C.6: LMEM predicting fine-grained expert annotations from cumulative näıve p-
scores, orthographic “p-scores” and drummed impact forces.

Estimate Std. Error t value
(Intercept) 0.04 0.02 1.74

expert 0.00 0.00 2.57
orth p-scores 0.32 0.04 7.71

drummed 0.06 0.01 5.40

Table C.7: LMEM predicting cumulative näıve p-scores from fine-grained expert annota-
tions, orthographic “p-scores” and drummed impact forces.

Estimate Std. Error t value
(Intercept) 0.47 0.05 9.87

expert -0.01 0.00 -8.03
p-scores 0.03 0.01 2.90

drummed -0.01 0.00 -2.25

Table C.8: LMEM predicting cumulative orthographic “p-scores” from fine-grained expert
annotations, p-scores and drummed impact forces.
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Estimate Std. Error t value
(Intercept) -0.94 0.13 -7.37

experts 0.04 0.01 4.66
orth pscores 0.52 0.24 2.18

p-scores 1.40 0.22 6.23

Table C.9: LMEM predicting drummed impact forces from fine-grained expert annota-
tions, cumulative orthographic “p-scores” and cumulative näıve p-scores and drummed
impact forces.

Appendix D. LMEMs comparing syllable-level annotation proto-
cols

Estimate Std. Error df t value
(Intercept) 6.88 0.63 7.57 11.00

pscores 10.95 1.45 481.21 7.53
orth pscores 10.73 1.02 482.36 10.54

drummed 2.67 0.44 481.86 6.09

Table D.10: LMEM predicting fine-grained expert annotations from cumulative näıve p-
scores, orthographic “p-scores” and drummed impact forces.

Estimate Std. Error df t value
(Intercept) -0.06 0.02 79.60 -3.18

experts 0.02 0.00 479.32 10.66
p-scores 0.40 0.06 483.01 6.83

drummed 0.07 0.02 480.60 4.17

Table D.11: LMEM predicting cumulative orthographic “p-scores” from fine-grained ex-
pert annotations, p-scores and drummed impact forces.
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Estimate Std. Error df t value
(Intercept) 0.07 0.02 11.49 3.90

experts 0.01 0.00 470.89 7.46
orth pscores 0.21 0.03 489.20 6.69

drummed 0.11 0.01 474.11 8.44

Table D.12: LMEM predicting cumulative orthographic “p-scores” from fine-grained ex-
pert annotations, p-scores and drummed impact forces.

Estimate Std. Error df t value
(Intercept) -0.64 0.05 13.97 -14.01
percProm 0.03 0.00 484.50 5.92

orth ratings 0.46 0.11 487.90 4.15
pscores 1.19 0.14 487.13 8.40

Table D.13: LMEM predicting drummed impact forces from fine-grained expert annota-
tions, cumulative orthographic “p-scores” and cumulative näıve p-scores and drummed
impact forces.

Appendix E. Analyses scripts

Appendix E.1. R-script for the analysis of global variance in drummed promi-
nences with linear mixed models, to see whether there is a
unique impact of linguistic structure (words, syllables) on drum-
ming force

#read data f i l e , conta in ing drumming v e l o c i t y , s entence
in format ion , word informat ion , s y l l a b l e in format ion

, speaker in format ion , drummer in fo rmat ion
# example header :
# drummer speaker word wordnr ( s y l l a b l e ) s y l l n r

sentence v e l o c i t y

data . s y l l=read . t ab l e (” mysy l l drumming resu l t s . txt ” ,
f i l l =TRUE, header=TRUE, sep=”\t ”)

data . word=read . t ab l e (” myword drumming results . txt ” ,
f i l l =TRUE, header=TRUE, sep=”\t ”)

t e s t r a n d o m n e s s s y l l . lmer <− lmer ( data=data , v e l o c i t y ˜
s y l l a b l e + ( 1 | sentence ) + ( 1 | wordnr ) + ( 1 | s y l l n r ) +
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( 1 | speaker ) + ( 1 | drummer) )

test randomness word . lmer <− lmer ( data=data , v e l o c i t y ˜
word + ( 1 | wordnr ) + ( 1 | sentence ) + ( 1 | speaker ) +

( 1 | drummer) )

Appendix E.2. R-script for the analysis of global variance in drummed promi-
nences with linear mixed models, to see whether there is a
unique impact of linguistic structure (words, syllables) on drum-
ming force

l i b r a r y ( lme4 )

#s e t path to working d i r e c t o r y
setwd (”/mypath/”)

#read data f i l e , conta in ing drumming v e l o c i t y , s entence
in format ion , word informat ion , s y l l a b l e in format ion

, speaker in format ion , drummer in fo rmat ion
# example header :
# drummer speaker word wordnr ( s y l l a b l e ) s y l l n r

sentence v e l o c i t y

data . s y l l=read . t ab l e (” mysy l l drumming resu l t s . txt ” ,
f i l l =TRUE, header=TRUE, sep=”\t ”)

data . word=read . t ab l e (” myword drumming results . txt ” ,
f i l l =TRUE, header=TRUE, sep=”\t ”)

t e s t r a n d o m n e s s s y l l . lmer <− lmer ( data=data , v e l o c i t y ˜
s y l l a b l e + ( 1 | sentence ) + ( 1 | wordnr ) + ( 1 | s y l l n r ) +
( 1 | speaker ) + ( 1 | drummer) )

test randomness word . lmer <− lmer ( data=data , v e l o c i t y ˜
word + ( 1 | wordnr ) + ( 1 | sentence ) + ( 1 | speaker ) +

( 1 | drummer) )

summary( t e s t r a n d o m n e s s s y l l . lmer )
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summary( test randomness word . lmer )

Appendix E.3. R-script for comparing dependencies between various forms
of prominence annotation using linear mixed models

l i b r a r y ( lme4 )

#s e t path to working d i r e c t o r y

setwd (”/mypath/”)

#read data t a b l e s conta in ing s y l l a b l e or word
annotat ions gathered with d i f f e r e n t annotat ion
schemes

#Read data f i l e
#exp lanat ion o f r e l e v a n t data tab l e headers :
#satznummer : sentence id
#spreche r : speaker id
#wort : t r a n s c r i b e d word
#s i l b e : t r a n s c r i b e d s y l l a b l e
#mean ve loc i ty : drumming f o r c e ( z−scored by sentence ) ,

averaged a c r o s s drummers
#v e l o c i t y : i n d i v i d u a l drumming f o r c e ( z−scored by

sentence )
#orth : o r thograph ic r e p r e s e n t a t i o n
#orthProm : ps co r e s based on or thograph ic input
#percProm : expert prominence r a t i n g s (0−31 s ca l e , means

)
#psco r e s : p−s c o r e s based on cumulat ive prominence

r a t i n g s

#expected f i l e format :
#satznummer spreche r wort mean ve loc i ty orth

cumulProm orthProm percProm psco r e s

#choose data frame f o r word or s y l l a b l e−based
annotat ions :
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#comp . dat=read . t ab l e (” compar i s on sy l l anno s ave rage s . txt
” , f i l l =TRUE, header=TRUE, sep=”\t ”)

comp . dat=read . t ab l e (” compar i son wordannos averages korr
. txt ” , f i l l =TRUE, header=TRUE, sep=”\t ”)

#Build models with annotat ion method as f i x e d f a c t o r
and words/ s en t ence s / speaker s as random f a c t o r s

#Determine i f the va r i ous annotat ions can be pred i c t ed
based on a l t e r n a t i v e annotat ion methods

percProm . lmer <− lmer ( data=comp . dat , percProm ˜ psco r e s
+ orthProm + mean ve loc i ty + ( 1 | sp reche r ) + ( 1 | wort )

+ ( 1 | satznummer ) )
orthProm . lmer <− lmer ( data=comp . dat , orthProm ˜ percProm

+ psco r e s + mean ve loc i ty + ( 1 | wort ) + ( 1 |
satznummer ) + ( 1 | sp r eche r ) )

p s co r e s . lmer <− lmer ( data=comp . dat , p s co r e s ˜ percProm +
orthProm + mean ve loc i ty + ( 1 | wort ) + ( 1 | satznummer

) + ( 1 | sp reche r ) )
v e l o c i t i e s . lmer <− lmer ( data=comp . dat , mean ve loc i ty ˜

percProm + orthProm + psco r e s + ( 1 | wort ) + ( 1 |
satznummer ) + ( 1 | sp r eche r ) )

summary( percProm . lmer )
summary( orthProm . lmer )
summary( p s co r e s . lmer )
summary( v e l o c i t i e s . lmer )

Appendix E.4. R-Script for a assessing inter-annotator correspondence using
global ICC and inter-annotator correlations between individ-
ual drummers

l i b r a r y ( i r r )
l i b r a r y ( c o r r p l o t )
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#Set path to your data f i l e s

setwd (”/mypath/”)

#Read data tab l e
#expected data format i s t ab l e with header conta in ing

the f o l l o w i n g columns
#satznummer : sentence number ( unique sentence id )
#spreche r : speaker id
#mean v e l o c i t y : average v e l o c i t y a c r o s s sentence
#v e l o c i t y : mean v e l o c i t y a c r o s s drummers
#drummer1 , drummer2 , drummer3 . . . . drummerN : i n d i v i d u a l

drummer ’ s drumming v e l o c i t i e s ( z−s co r e normal ized
per sentence )

#o r t h r a t i n g s : orthography−based p−s c o r e s
#r a t i n g s : p−s c o r e s
#percProm : expert prominences

#example :
#l i n e abbrev satznummer spreche r

wortnummer wort mean ve loc i ty v e l o c i t y
orth r a t i n g s o r t h r a t i n g s percProm
drummer2 drummer4 drummer6
drummer8 drummer10 drummer12

drummer14 drummer16 drummer18

comp . dat=read . t ab l e (” my annotations . txt ” , f i l l =TRUE,
header=TRUE, sep=”\t ”)

#Calcu la te g l o b a l c o n s t i s t e n c y us ing In t r aC la s s
C o r r e l a t i o n s ( co n s i s t en cy ) a c r o s s r e l e v a n t drummers .

#For word−drummings columns 13−21 o f the data tab l e are
used

#For s y l l drummings colums 24−32 o f the data tab l e are
used
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i c c s = i c c (comp . dat [ , 2 4 : 3 2 ] , model=”twoway ” , type=”
co n s i s t e ncy ” , un i t=”average ”)

#check f o r d i f f e r e n t s en t ence s and number o f s en t ence s
and number o f speaker s

s en t ence s <− unique (comp . dat$satznummer )
nsentences <− l ength ( unique (comp . dat$satznummer ) )
nspeakers <− l ength ( unique (comp . dat$sprecher ) )

#prepare data frames f o r d i f f e r e n t speaker s ( f , l , m)

comp . d a t f <− comp . dat [ comp . dat$sprecher == ” f ” , ]
comp . d a t l <− comp . dat [ comp . dat$sprecher == ” l ” , ]
comp . dat m <− comp . dat [ comp . dat$sprecher == ”m” , ]

#s e t matrix f o r c o r r e l a t i o n p l o t ( f o r number o f
annotators , here : 9x9 f o r s y l l a b l e annotat ions , and
10x10 f o r word annotat ions )

#prev matr ix <− matrix ( c ( r e p l i c a t e (0 ,100) ) , 10 , 10)
prev matr ix <− matrix ( c ( r e p l i c a t e (0 , 81 ) ) , 9 , 9)

#Calcu la te c o r r e l a t i o n s by−sentence /by−speaker per
i n d i v i d u a l drummer

#For word−drummings columns 13−21 o f the data tab l e are
used

#For s y l l drummings colums 24−32 o f the data tab l e are
used

f o r ( i in 1 : nsentences ){
l o c a l . d a t f <− comp . dat [ comp . dat$sprecher == ” f ” &

comp . dat$satznummer == sentence s [ i ] , ]
l o c a l . d a t l <− comp . dat [ comp . dat$sprecher == ” l ” &

comp . dat$satznummer == sentence s [ i ] , ]
l o c a l . dat m <− comp . dat [ comp . dat$sprecher == ”m” &

comp . dat$satznummer == sentence s [ i ] , ]
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l o c a l . c o r r e l a t i o n s f . cor = cor ( l o c a l . d a t f [ , 2 4 : 3 2 ] ,
method=”spearman ”)

l o c a l . c o r r e l a t i o n s l . cor = cor ( l o c a l . d a t l [ , 2 4 : 3 2 ] ,
method=”spearman ”)

l o c a l . c o r r e l a t i o n s m . cor = cor ( l o c a l . dat m [ , 2 4 : 3 2 ] ,
method=”spearman ”)

#add l o c a l c o r r e l a t i o n s to l i s t

l o c a l l i s t <− l i s t ( l o c a l . c o r r e l a t i o n s f . cor , l o c a l .
c o r r e l a t i o n s l . cor , l o c a l . c o r r e l a t i o n s m . cor )

a l l l i s t <− l i s t ( prev matr ix , l o c a l l i s t )
prev matr ix <− l o c a l l i s t

}

#Build an array o f medians f o r p l o t t i n g f o r 10x10 or 9
x9 matrix

#ar r <− array ( u n l i s t ( a l l l i s t ) , c (10 ,10 ,3 ) )
#d i f f e r e n t array f o r word annotat ions (9 annotators )
a r r <− array ( u n l i s t ( a l l l i s t ) , c ( 9 , 9 , 3 ) )

mean corrs <− apply ( arr , 1 : 2 , median , na . rm=TRUE)

#make rownames and colnames f o r 9x9 or 10x10 matrix

rownames ( mean corrs ) <− c (”1” , ”2” , ”3” , ”4” , ”5” , ”7” ,
”8” , ”9” , ”10”)

colnames ( mean corrs ) <− c (”1” , ”2” , ”3” , ”4” , ”5” , ”7” ,
”8” , ”9” , ”10”)

#rownames ( mean corrs ) <− c (”1” , ”2” , ”3” , ”4” , ”5” ,
”7” , ”8” , ”9”)

#colnames ( mean corrs ) <− c (”1” , ”2” , ”3” , ”4” , ”5” ,
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”7” , ”8” , ”9”)

#square mean c o r r e l a t i o n c o e f f i c i e n t s to avoid negat ive
va lues ( f o r c l u s t e r a n a l y s i s ) ; adapt to matrix s i z e

mean corrs <− ( mean corrs ˆ2) [ 1 : 9 , 1 : 9 ]
mean corrs . d i s t = d i s t ( mean corrs )

c o r r s c l u s t <− agnes ( mean corrs . d i s t )
p l t r e e ( c o r r s c l u s t )

#p lo t
c o r r p l o t ( mean corrs , order=”h c l u s t ” , addrect = 2 , c l .

l im=c (0 , 1 ) )

Appendix E.5. Training Random Forests to determine influential factors on
drumming velocities or other dependent variables capturing
prosodic prominence

l i b r a r y ( party )

#s e t working d i r e c t o r y

setwd (”/mypath/”)

#s e l e c t data frame conta in ing drumming data ; data
should conta in the dependent v a r i a b l e ( e . g . drumming

v e l o c i t y , p−s co re s , expert prominences ) and a s e t
o f numerica l and c a t e g o r i c a l p r e d i c t o r v a r i a b l e s (
POS, accent , f0 , durat ion )

#data example ( header ) :
# p a r t i c i p a n t sentence speaker word POS accent

durat ion i n t e n s i t y acoust ic prom f0 a c c e n t d i s t
v e l o c i t y p s co r e s mean exp proms mean ve loc i ty

data=read . t ab l e (” myresu l t s . txt ” , f i l l =TRUE, header=TRUE
, sep=”\t ”)
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data <− na . omit ( data )
data . new <− data

#Random Forest Bui ld ing
#choose data s e t i f s e l e c t i o n i s nece s sa ry ( c l u s t e r s or

i n d i v i d u a l drummers ) , examples :

d a t a c l u s t e r <− data . new [ which ( data . new$part i c ipant
==”1” | data . new$part i c ipant==”2” | data .
new$part i c ipant ==”3”| data . new$part i c ipant==”4” |
data . new$part i c ipant ==”5”) , ]

data drummer7 <− data . new [ which ( data . new$part i c ipant
==”7”) , ]

#Random Fore s t s computed with party package

s e t . seed (1234)

#S p l i t t i n g the data in to t r a i n i n g and t e s t s e t

s p l i t . dat <− sample (2 , nrow ( data . new) , r e p l a c e=TRUE,
prob=c ( 0 . 7 , 0 . 3 ) )

t r a indata <− data . new [ s p l i t . dat ==1,]
t e s tda ta <− data . new [ s p l i t . dat ==2,]

#Set formula f o r r e g r e s s i o n ( here : p r e d i c t mean
drumming v e l o c i t i e s based on a c o u s t i c prominences ,
durat ions , d i s t ance to accent ( in s y l l a b l e s ) , part
o f speech )

myFormula <− mean ve loc i ty ˜ ac prom + durat ion +
a c c e n t d i s t + POS

#Train a Random Forest ( adapt based on your needs and
que s t i on s asked )
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f i tdrums <− c f o r e s t (myFormula , data = tra indata ,
weights = NULL, c o n t r o l s = c f o r e s t u n b i a s e d ( ) ,
x t r a f o = ptra fo , y t r a f o = ptra fo , s c o r e s = NULL)

#Weigh importance o f p r e d i c t o r v a r i a b l e s

varimp <− varimp ( f i tdrums )

#p r e d i c t drums f o r RMSE c a l c u l a t i o n

predicted drums <− p r e d i c t ( f i tdrums , newdata = testdata
, type=”response ” ,OOB = TRUE)

#c a l c u l a t e RMSE r e l a t i v e to y ( here : mean drumming
v e l o c i t i e s )

t e s t d a t a $ p r e d i c t e d v e l o c i t y = predicted drums
y <− t e s tda ta$mean ve l oc i ty
1−sum ( ( y−p r e d i c t e d v e l o c i t y ) ˆ2) /sum ( ( y−mean( y ) ) ˆ2)
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